Department of International Economic and Social Affairs POPULATION STUDIES, No. 81

## Manual X

# INDIRECT TECHNIQUES FOR DEMOGRAPHIC ESTIMATION 

A collaboration of the Population Division of the Department of International Economic and Social Affairs of the United Nations Secretariat with the Committse on Population and Demography of the National Research Council, United States National Academy of Sciences

## NOTE

The designations employed and the presentation of the material in this publication do not imply the expression of any opinion whatsoever on the part of the Secretariat of the United Nations concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries.

The designations "developed" and "developing" economies are intended for statistical convenience and do not necessarily express a judgement about the stage reached by a particular country or area in the development process.

The term "country" as used in the text of this publication also refers, as appropriate, to territories or areas.

The views expressed in this publication are those of the authors and do not imply the expression of any opinion on the part of the United Nations Secretariat.

This publication has been edited and consolidated in accordance with United Nations practice and requirements.

Symbols of United Nations documents are composed of capital letters combined with figures. Mention of such a symbol indicates a reference to a United Nations document.

The printing of this volume was made possible by a publication grant from the United Nations Fund for Population Activities

> ST/ESA/SER.A/81

| UNITED NATIONS PUBLICATION |
| :---: |
| Sales No. E.83.XIII. 2 |

## FOREWORD

The Population Division of the Department of International Economic and Social Affairs of the United Nations has been concerned with the measurement of demographic phenomena for over 30 years. The research programme of the Division has been designed to improve the collection, analysis and understanding of demographic trends and policies; and its analytical studies on mortality, fertility, urbanization and population structure have been widely used by both Governments and scholars.

A series of technical manuals has also been published by the Population Division, describing methods of demographic analysis and demographic estimates and projections needed for the purposes of economic and social policies. These manuals deal with methods of estimating total population for current dates, appraising the quality of basic data for population estimates, projecting population by sex and age, estimating basic demographic measures from incomplete data, projecting the economically active population, measuring internal migration, and projecting households and families. The most recent manuals are Mamual VII: Methods for Projections of Urban and Rural Population and Mamal IX: The Methodology of Measuring the Impact of Family Planning Programmes on Fertility. ${ }^{2}$

In the 1960s, many Governments became increasingly aware of the implications of the unprecedented population trends for economic and social development and began to consider policies designed to moderate population growth. However, adequate demographic data, especially in developing countries, were lacking. Recognizing that there was a serious gap between the quantitative information about populations and the amount and quality of data actually available, the Population Commission, at its twelfth session in 1963, recommended that a manual be prepared on methods of estimating fundamental demographic measures from incomplete data, since it was apparent that there was a need for a manual that would make it possible for a demographer/statistician to derive the maximum of reliable information from data in a census or demographic survey. At the request of the United Nations, Ansley J. Coale and Paul Demeny, with the assistance of R. D. Esten, Erna Härm and S. B. Mukherjee, prepared Manual IV: Methods of Estimating Basic Demographic Measures from Incomplete Data, ${ }^{3}$ which was published in 1967. Its importance and usefulness were quickly recognized by demographers and statisticians throughout the

[^0]worid. Manual IV was reprinted in 1969 and 1978 to accommodate the many requests.

Since the publication of Manual IV, a number of new techniques for estimating fertility and mortality levels and trends have been developed and many of the earlier methods have been refined. At its nineteenth session in 1977, the Population Commission recommended that Manual IV be revised to take into account the advances in methodology and the changes in the demographic situation in recent years. 4 Since such a revision was already under way through a project initiated by the Committee on Population and Demography of the Assembly of Behavioral and Social Sciences of the National Research Council, United States National Academy of Sciences, it was decided that the recommendations of the Population Commission would be best served by joint efforts to develop the present manual.

The Committee on Population and Demography was established in April 1977 under the Assembly of Behavioral and Social Sciences of the National Research Council. Funded by the United States Agency for International Development, the Committee has undertaken three major tasks: (a) to evaluate available evidence and prepare estimates of levels and trends of fertility and mortality in selected developing countries; (b) to improve the technologies for estimating fertility and mortality when only incomplete or inadequate data exist (including techniques of data collection); and (c) to evaluate the factors determining the changes in birth rates in developing countries.

The Committee approached the first task through careful assessment, by internal and external comparison; and through analysis, by application of the most reliable methods known, of all the data sources available. Each of the country studies undertaken therefore consisted of the application of a range of methods to a number of data sets. Best estimates of levels and recent trends were then developed on the grounds of their consistency and plausibility, and the robustness of the individual methods from which they were derived. Several country reports on levels and trends of fertility and mortality have been published.s

The Committee's second task, refinement of methodology, was seen as a by-product of achieving the first. The application of particular methods to many different data sets from different countries and referring to different time periods would inevitably provide valuable information about the practical functioning of the

[^1]methods themselves. Particular data sets might also require the development of new methodology or the refinement of existing techniques.
Manual $X$ has its origins in the first task of the Committee on Population and Demography, but it has grown to include the presentation of the methodological developments resulting from the Committee's work on its second task. When the Committee was first considering the establishment of panels to prepare country studies, it recognized that much of the valuable methodological work carried out in the preceding decade was widely scattered through technical publications which were difficult to obtain. To facilitate the panel's estimation work, the Committee decided that it would be useful to have a manual of the most up-to-date analytical methods. As the work of the Committee progressed, several new methods were developed and a number of existing methods were refined. In view of the United Nations work in this area, it was decided that the manual, rather than being a mere tool in the preparation of country studies, should become an up-to-date comprehensive demographic estimation manual to be developed with the collaboration of the Population Division of the Department of International Economic and Social Affairs of the United Nations Secretariat.
The project that is the subject of this report was approved by the Governing Board of the National Research Council, whose members are drawn from the councils of the National Academy of Sciences, the National Academy of Engineering and the Institute of Medicine. The members of the Committee responsible for the report were chosen for their special competences and with regard for appropriate balance. The report has been reviewed by a group other than the authors, according to procedures approved by a committee consisting of members of the Academies and the lostitute.

The United Nations wishes to thank Kenneth Hill and Hania Zlotnik of the Committee staff and James Trussell of the Office of Population Research, Princeton University, who wrote Manual X. Hania Zlotnik has also prepared computer programs to apply some of the techniques described in this work. These are published in a separate volume entitled Computer Programs for Demographic Estimation: A User's Guide. 6
The United Nations also wishes to thank the members of the Committee on Population and Demography for their contribution to this important study: Ansley J. Coale (Chairman), Office of Population Research. Princeton University; William Brass, Centre for Population Studies, London School of Hygiene and Tropical Medicine; Lee-Jay Cho, East-West Population Institute, East-West Center, Honolulu; Ronald Freedman, Population Studies Center, University of Michigan; Nathan Keyfitz, Department of Sociology, Harvard University; Leslie Kish, Institute for Social Research, University of Michigan; W. Parker Mauldin, Population Division. The Rockefeller Foundation; Jane Menken, Office of Population Research, Princeton University; Samuel Preston, Population Studies Center, University of Pennsylvania; William Seltzer, Statistical Office, United Nations; Conrad Taeuber, Kennedy Institute, Center for Population Research, Georgetown University; Etienne van de Walle, Population Studies Center, University of Pennsylvania; Robert J. Lapham, Study Director.

Acknowledgement is also due to the United Nations Fund for Population Activities, whose financial grant made possible the printing of this Mamual.
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## Explamatory motes

The following symbols have been used in the tables throughout the report:
Three dots (. . .) indicate that data are not available or are not separately reported.
A hyphen ( - ) indicates that the item is not applicable.
A dash ( - ) indicates that the amount is nil or negligible.
A minus sign ( - ) indicates a deficit or decreate, except as indicated.
A full stop (.) is used to indicate decimals.
A slash (/) indicates a crop year or financial year, e.g., 1970/71.
Use of a hyphen (-) between dates representing years, e.g., 1971-1973, signifies the full period involved, including the beginning and end years.

Details and percentages in tables do not necessarily add to totaks, because of rounding.
Reference to "dollass" (\$) indicates United States dollars, unless otherwise stated.
Reference to "billion" indicates a thousand million.
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## INTRODUCTION

## A. Origins and scope of Mamual $X$

Manual $X$ was originally conceived as an aid to population experts, mainly from developing countries, to carry out the best possible evaluation and exploitation of local data sources. It was also meant to serve as the framework on which the detailed country reports prepared by the Committee on Population and Demography and its panels should be based. Use of preliminary sections of the Manual to carry out the Committee's work programme demonstrated that it is a useful research tool, disseminating the most recent techniques of demographic estimation. The collaboration of the Population Division of the Department of International Economic and Social Affairs of the United Nations Secretariat with the Committee on Population and Demography assures an even wider audience for the Manual, making it yet more important that users understand something of its origins in order to be forewarned of the limitations of the presentation.
Mamual $X$ is particularly valuable because it is the most complete compilation to date of techniques suited for the analysis of incomplete or defective demographic data. Even in this respect, however, the Manual is not perfect. During the past four years, the field of demographic estimation has expanded considerably, and the task of maintaining the Mamual completely up-to-date was beyond the capabilities of its authors. Furthermore, as new methods were proposed and tested, it frequently became apparent that their robustness to error was not as high as expected. Therefore, in several instances, methods included in preliminary versions of the Mamual had to be altered. It is possible that some of the methods included in the present version will require future modifications to improve their performance. Thus, in terms both of scope and of detail, this volume cannot be considered the last word on demographic estimation.
The second quality of Marmal $\boldsymbol{X}$ is that it is "useroriented". Emphasis has been given to the way in which estimation techniques are applied. Detailed examples are provided, and the overall tendency has been to include $t 00$ much detail rather than too little. This strategy contrasts sharply with the practice normally followed in papers published by professional journals, often the only published sources of information about recently developed methods. Obviously, those already familiar with the methods described may consider such a level of detail unnecessary or overwhelming. However, experience has shown that the detail is useful for the less sophisticated user, for whom it is essential that no errors resulting from the faulty application of a method be confounded with those already present in the data used.

As a consequence of this user-oriented approach, a conscious effort has been made to simplify as much as possible the description of each method and of the rationale underlying it. Such a strategy is certainly in agreement with the "how to" character of the Mamual, but it reduces its theoretical significance. Therefore, the user of Manual $X$ will find information concerning the available techniques, the basic hypotheses underlying them, certain guiding principles about cases in which it is not appropriate to use given methods, detailed examples of how to apply the techniques proposed and some guidance as to the interpretation of the results they yield; but even the mastery of the entire Mamual will provide the user with litte insight into how new techniques or alternative approaches to available techniques can be developed. In this sense, the Manual is more a tool than a general theory of indirect estimation. The user who is interested in a more theoretical treatment should consult the papers available in the demographic literature, references to which are provided in the text.

A further limitation of the Manual is that it deals mainly with the estimation of fertility and mortality in developing countries. There are other demographic processes affecting the populations of these countries (migration, for example) which are not treated here. There is no theoretical reason that the techniques described should not be applied to accurate data from developed countries (and indeed many of them have been, with generally very satisfactory results) except that such applications are not necessary from the point of view of evaluating the data, though they are often of interest in evaluating the methodology itself. One area of demographic analysis for developed countries in which the techniques have proved useful is historical demography, where the data cannot always be assumed to be accurate. As long as the underlying assumptions are more or less met, the methods presented can be applied under any conditions, though their use may not be necessary.

Perhaps the most serious limitation of Manual $\boldsymbol{X}$ is that it does not provide sufficient guidance for the assessment of results, an aspect of analysis that is also somewhat perfunctorily considered in the literature. The reason for this omission is that the task of assessment is extremely complex, varying widely from application to application. Hence, it is almost impossible to lay down general rules to perform it. This limitation is exacerbated to some degree by the modular structure of the Mamual. Indeed, since every section is designed to be as self-contained as possible, most examples are treated independently, leaving little room for the intermethod, intertemporal or interdata comparisons that are so illuminating in actual analysis. Because the country
studies prepared for the Committee on Population and Demography of the National Research Council attempt to establish coherent pictures of the demographic evolution of a population, taking into account all the relevant data available, they provide more insights into the assessment of results from different methods, data sets and time periods, and into the way that sense can be made of a variety of imperfectly consistent estimates. Therefore, it is recommended that users of the Manua! refer to the country reports listed at the end of this introduction as examples of how the results yielded by the methods described herein can be used effectively in combination rather than in isolation.

## B. DEFINITION OF INDIRECT TECHNIQUES IN DEMOGRAPHIC ESTIMATION

Demographic estimation consists of the attempt to measure values of basic demographic parameters, such as the birth rate, the death rate or the level of total fertility, under less than perfect conditions. These basic parameters indicate the way in which a population will evolve, in terms of size and age structure, over time.
The term "indirect" used to qualify some of the techniques used in demographic estimation has its origin in the fact that such techniques produce estimates of a certain parameter on the basis of information that is only indirectly related to its value. The classic example is the use of the proportion of children dead among those ever borne by women aged $20-24$ years to estimate the probability of dying before age 2 . The observed proportion of children dead is clearly related to mortality conditions, but it is not a pure mortality measure because it is affected by other, non-mortality parameters. In order to transform this proportion into the destred life-table function, the other parameters must be allowed for, generally by using procedures founded on demographic models. Therefore, not only is the information used "indirect", but the procedure followed, although considerably simplified in practice, is by no means straightforward theoretically. The extent of indirectness varies greatly, however, among procedures, in terms both of the reliance on models and of the number of unwanted factors that have to be allowed for. The term "indirect" is therefore used to describe any estimation method that depends upon models or uses consistency checks, or indeed uses conventional data in an unconventional way.

## C. Need for indirect estimation

Traditionally, demographic estimation has been based on data collecied by censuses and by a vital registration system. A continuous registration system usually has the task of recording vital events (births, deaths, marriages, divorces eit.) as they occur. When this system is coupled with periodic counts of the population (censuses), the calculation of demographic parameters becomes possible. Assuming that both the registration of vital events and the census counts were perfect, demographic parameters could be calculated directly from the data
reported and there would be no need for indirect estimation. Unfortunately, however, in many countries today, either the data-collection systems described above do not exist or their performance is so poor that the estimates obtained directly from the data they produce are severely flawed.

Some of the possible deficiencies of a vital registration system, where it exists at all, may be outlined. The main deficiency is its failure to record all vital events as they occur. For example, it is well known that births may go unregistered for several years. Only when the child is ready to join the public education system, or some other type of organization for which a birth certificate is required, is the birth reported. In countries where a sizeable proportion of the population has never attended school or been in any way connected with official organizations demanding identity certificates, many births may never be registered. The same may be true of the births of children who die very young; in such cases, the parents may consider the registration of either the birth or the death to be futile. Adult deaths are likely either to be reported near the time of their occurrence or not at all. In most countries, a death must be registered before a burial permit is issued. Hence, more people may find it necessary to report deaths soon after they occur, especially in urban areas where burial grounds are often restricted to certain areas whose administrators are closely supervised by government officials. However, the necessity for a burial permit may be practically non-existent in rural areas, where ties with the government administration are weaker. Therefore, it is not surprising to find that, in spite of the legal necessity of registering deaths, many of them are never recorded. The vital registration system may also be deficient in recording characteristics of events, such as age at death, age of mother at a birth, or mother's parity after a birth.

Censuses, the second component of the traditional demographic estimation input, are also far from yielding perfect data. They suffer mainly from two types of error: the failure to enumerate all the members of the relevant population (though, occasionally, some censuses have also produced population overcounts) and poor age-reporting on the part of the population canvassed. Differential coverage of the population by age and sex is also very often present (young children, especially, tend to be undercounted to a greater extent than the adult population), and its effects cannot always be separated from those of age misstatement.

## D. EVOLUTION OF INDIRECT ESTIMATION AND THE CONTENTS OF Manual $X$

Faced with the impossibility of obtaining reasonable measures of demographic parameters directly from the traditional data sources, demographers have developed a set of techniques that allow their indirect estimation. The development of these techniques has taken two main courses: either the search for robust methods to analyse data that have been collected by the traditional systems (such as a method designed to estimate a death
rate from vital-registration data of uncertain accuracy); or the search for questions that can be answered with reasonable accuracy and that provide enough information about a certain demographic phenomenon to permit the indirect estimation of its level (for example, the use of information on the incidence of orphanhood to estimate adult mortality).

Because of their reliance upon special types of questions, indirect methods of estimation of the second type have come to be closely associated with sample surveys. Indeed, the sample survey provides perhaps the best means for collecting the data required for these techniques.'

During the first attempts to obtain estimates of demographic parameters from data gathered by sample surveys, the questions tried were the straightforward queries suggested by the traditional data sources. If a birth rate was to be estimated, the number of births occurring during a given year had to be known; hence, the question "How many births have occurred in this household during the past year?" was to be asked. It was soon realized that one could do better by asking each woman of childbearing age in the household: "How many children have you had during the past year?"; and recording her age. With that information, age-specific fertility rates could also be estimated. If an estimate of the death rate was needed, a question on deaths in the household during the year preceding the survey would be used. If a death had occurred, recording the age and sex of the deceased would permit the estimation of age-specific and sex-specific central mortality rates from which a life table could be derived. Thus, a complete demographic profile was at hand, just by asking two or three simple questions.
Unfortunately, the results obtained from these surveys did not match expectations. The death rates obtained were almost invariably too low and the birth rates usually seemed implausible. The failure of the question on deaths was explained by arguing that people do not like to talk of such events; they wish to forget them. Also, it was argued that the occurrence of a death within a household might bring about the household's disintegration, so that the households existing at the time of the survey would be more likely not to have experienced deaths of any of their adult members during the preceding year than would those which were in existence at some time during the course of the year.

A further reason postulated for the poor performance of these questions was the existence of a misconception on the part of the respondent of the length of the time period being alluded to. The vague expression "during the preceding year" might not be interpreted by those being interviewed as exactly the 12 months preceding the interview, but instead as a longer or shorter period, according to cultural factors.

[^3]Further trials with other ways of phrasing these questions have shown that their performance may be improved to some extent by making them more specific. For example, the period being considered should be specified as exactly as possible, preferably by quoting dates that have special relevance for the population being interviewed. Thus, when a survey is taking place during the second half of November 1978, for example, it may be better to ask "How many children have you had since 1 January of this year?" than "How many children have you had since 22 November 1977?" The first version of the question does not cover a complete year, but it would perform better than the second in a calendar-conscious society because 22 November is not likely to be a significant date for the respondents. The systematic errors introduced by restricting the information collected to periods that are shorter than a year in length are easier to correct than are those arising from incorrect responses.

Yet, although the data produced by these questions (or by the most recent and best version available to explore recent births-namely, "What was the date of your most recent birth?"-posed to all women of reproductive ages) are better, they are still far from perfect. Omission and recall errors are always present to varying degrees so that special analytical tools are necessary for the assessment and correction of the basic data. Some 20 years ago, Brass ${ }^{2}$ proposed a method that made possible the adjustment of the reported data on births in the past year. This method is based on the simple idea of comparing the declared lifetime, or cumulated, fertility of young women (children ever born) with cumulated period fertility oblained from a question on births in the past year. Brass argued that although the number of births reported as occurring in the year before the survey might not be correct, the proportionate error might be more or less constant with the mother's age, so that the age pattern of recent fertility could be accepted even if the level could not. Similarly, one would expect younger women to report their lifetime fertility more accurately, since their births would have occurred fairly recently, so that their level of lifetime fertility could be considered reliable. The correction proposed by Brass was to adopt the two most reliable parts of the information available, taking the age pattern of fertility from the observed number of births in the past year and scaling it to match the level of fertility indicated by the lifetime fertility reported by younger women.
That idea gave rise to a series of methods exploiting the data on children ever born, obtained by asking women of reproductive ages the question: "How many children, who were born alive, have you ever had?" These methods are presented in chapter II. As far as possible, all of them take into account the usual deficiencies of data on children ever born, such as the tendency of older women to declare fewer children than the number they have really borne. This tendency has

[^4]been explained by arguing that older women may either omit those children who have died or report only those who still live with them. Omission may be minimized by asking more specific questions, such as: "How many children do you have who live with you?", "How many children do you have who live elsewhere?", and "How many children have you had who have died?" The sum of the responses to these questions gives the desired number of children ever born.
A by-product of the data on children ever borm gathered by the set of three questions just presented is the number of children surviving among those ever born. The ratio of these two numbers, that is, the proportion of the children who are still alive, has long been recognized as an indicator of child mortality, and Brass ${ }^{3}$ was the first to suggest a method to transform these ratios (computed for women in each five-year age group) into lifetable measures of mortality. Some of the variants of his original method are presented in chapter III. They constitute probably the most powerful techniques of indirect demographic estimation, especially in view of the difficulty in obtaining valid estimates of child mortality from registration data where, as pointed out earlier, deaths of young children are particularly susceptible to omission.
In the area of adult mortality estimation, two approaches were developed almost simultaneously. The first was based on the possibility of gathering data that would indirectly provide information on adult mortality. The demographic sample survey provides an ideal means of collecting these data, because it allows the types of questions that are expected to provide reasonably reliabie results to be tested without great expense. So far, two questions have proved useful for the estimation of adult mortality. One proposed by Brass and Hill ${ }^{4}$ to estimate female mortality investigates the maternal orphanhood status of each member of the population ("Is your mother alive?"); the other is used to estimate male or female mortality by investigating the survival status of the first spouse of women or men, respectively, who have been married at least once ("Is your first husband still alive?"; "Is your first wife still alive?"). Responses to these questions have been found to exhibit some characteristic biases. Young children whose true mothers have died are very often living with adoptive mothers; and the respondent to a question on survival of mother is not likely to make the distinction when answering, either because he or she simply does not know about the adoption or because he or she feels that the matter should not be reported. (Indeed, with young children, the "respondent" is not really the respondent at all, since most information is provided by an adult household member.) Therefore, the true incidence of orphanhood at younger ages is often underreported and the adult mortality of young adult females cannot be

[^5]estimated with confidence. Data on widowhood, on the other hand, is affected by remarriage. To avoid this problem, only the survival of the first spouse should be investigated, and the question should make this distinction as clear as possible. Furthermore, in countries where a substantial proportion of the unions are of a consensual type (that is, not legalized) one must make it clear to the respondent that "spouse" and "consensual union partner" are equivalent. When phrased properly, this question can yield data of good quality. All existing methods of adult mortality estimation based on orphanhood and widowhood data are discussed in chapter IV.

In the second approach to adult mortality estimation, Brass' tried to make use of already existing data, obtained either by a registration system or by a question on deaths in the past year asked in a survey, on the number of deaths classified by age and sex occurring during a given period (usually a year) to a certain population of known age distribution. A simple model associating the reported age distribution of deaths with the age distribution of the population was developed, based on the assumption that deaths are equally underreported at each age and that the population is stable, and was used as a method allowing the estimation of the extent of relative underregistration. This method and a similar technique proposed by Preston and Coale ${ }^{6}$ are presented in chapter $V$.

Most of the techniques described above are applied to data that are generally gathered by sample surveys, though it is primarily cost factors which prevent them from being gathered by censuses, which are, after all, only a special type of survey. Yet, typically, censuses have not included many of the questions necessary for indirect estimation, in part because of the necessity of maintaining the census questionnaires short in order not to prejudice the overall quality of the data. Hence, it is fairly common for censuses to establish only the age and sex distribution of the population being counted and, perhaps, to gather some information on household structure, as far as demographic information is concerned. Only three questions are required to fulfil this goal: one on age; one on sex; and one exploring the relationship of each reported household member to the head of the household. Almost every census carried out during the twentieth century has included questions on age and sex, so that age distributions of the population by sex are available for many countries for different points in time. The development of mathematical models relating different aspects of population growth to the observed age distribution ${ }^{7}$ has given rise to several

[^6]techniques of estimation based on the age structure of the population at a given time. ${ }^{8}$ These techniques often make use of sets of mortality models or of models of age distributions of theoretically stable populations. Such sets are known as "model life tables" and "model stable populations", and some of the sets available are described in chapter I. The estimation techniques that use them are presented in chapter VII.

Traditionally, the information yielded by a census question on relationship to the head of the household was not used for demographic estimation purposes. That situation changed when $\mathrm{Cho}^{9}$ suggested a method that uses the stated relationship to head of the household to identify, where possible, the mother of each enumerated child. Once the child's mother is identified, the age of the child and that of the mother are availabie; and it is possible to compute age-specific fertility rates for each of the 10 or 15 years preceding the census whenever estimates of child and female adult mortality are available. In countries where young children are not differentially undercounted, where most young children live with their mothers and where age-reporting is reasonably accurate, this method yields good results. It is especially suited for the study of the age structure of fertility-provided, of course, that age-misreporting is not severe. Since this method requires for its application estimates of demographic parameters that are usually obtained by methods described in earlier chapters, it is presented in chapter VIII.

Lastly, if a country possesses a relatively good death registration system, it may be possible to compare its performance with indicators of mortality provided by successive censuses, since the difference between counts of the same cohort at two different points in time is, in the absence of net migration, only the result of mortality. A method that, by comparing death registration and census counts, permits the estimation of death underregistration and relative census completeness of enumeration ${ }^{\text {t0 }}$ is presented in chapter IX.

## E. UsE OF Manual $\boldsymbol{X}$

Mannal $X$ is intended to describe some of the more promising techniques currently available to make indirect estimates of demographic parameters. Each of the techniques presented is based on a more or less simplified model of reality, where by "model" is meant a set of mathematical relations between relevant demographic variables. Some understanding of the model underlying each technique is essential for its adequate use, and to understand a model is to have a clear idea of

[^7]the hypotheses or assumptions on which it is based. In describing each technique in this Mammal, the assumptions on which its underlying model is based are always emphasized.

The models underlying the techniques presented often take into account some of the flaws that are likely to be present in actual data. For example, the technique that allows the estimation of total fertility by comparing cumulated current fertility with reported average parity specifically assumes that recent fertility has the right shape but not necessarily the right level. In other words, it takes into account the deficiencies noticed in data referring to recent fertility and, in consequence, it is designed to be robust to the typical errors found in actual data. As far as possible, other techniques are also based on models that make some allowance for the existence of typical data errors and are therefore well suited to permit the estimation of demographic parameters from data sets that are less than ideal.

However, even though these techniques are quite powerful, they do not solve all the problems that arise in demographic estimation. For example, their performance is not totally immune to the effects of agemisreporting, nor is it entirely adequate when differential errors by age are present. Therefore, the analyst using these techniques is well-advised to assess fully the quality of the data being analysed before accepting or rejecting the parameter values yielded by particular indirect methods. If a range of indirect techniques can be applied in a particular case, it is unlikely that their results will be entirely consistent. The choice of a final estimate among the possible candidates will be based on knowledge of the ways the methods generally perform, on knowledge of the particular data sets being used, and on knowledge of the country itself and its customs. Such judgements are based largely on experience, and no attempt has been made in this Manual to provide general rules for them beyond indicating how particular errors affect the results of particular methods.

The strategy followed in producing Mamual $X$ has been to describe in the simplest possible way the assumptions and, if necessary, the actual models on which each technique is based; and to provide the reader with a detailed description of the actual application of each method. The organization of each section describing a technique consists usually of four subsections. The introductory portion describes the basis of the method and its rationale; the second lists the data required for its application; the third describes, in general terms, how the method is applied; and the fourth is an example of its application to an actual data set. Both the subsection describing the computational procedure and that corresponding to the detailed example are divided into different and clearly labelled steps.

As far as possible, the section describing a particular technique is intended to be independent from other sections of the Manual, so that the user may refer to it without having to work through the entire volume. Occasionally, when a section is not entirely selfcontained or self-explanatory, the reader is referred to
other parts of the Mamual where the necessary concepts or procedures are explained. However, the user should always read the introductory comments of a chapter before using a method from that chapter, since the general characteristics of the data are described in that section.

In general, all the techniques presented are fairly easy to apply. The procedures described are especially suited for the analyst who possesses a hand calculator and some patience, and who is willing to carry out sometimes lengthy computations carefully. The background required to understand the assumptions and the procedures described in chapters II-IX consists of a familiarity with basic demographic measures and a command of algebra. However, it is realized that to grasp fully the mathematical derivation of the demographic models presented in chapter $I$, a good command of statistics and of calculus is necessary. This chapter, although presenting some background material that is very useful in understanding the other chapters of the Manual, does not conform to their level of simplicity; and although it is recommended that every user read it, full understanding of its contents is not necessary for the successful application of the methods described.

It is hoped that this Manual will fulfil two functions: as a didactic tool especially suited for those wishing to learn how to perform indirect demographic estimation; and as a handbook for the experienced demographer who needs a quick guide to the application of a variety of demographic estimation techniques. It is strongly recommended that both types of users read this introduction entirely before approaching the techniques themselves, as it contains the information necessary to understand the conventions and notations used throughout the Mamual. Furthermore, when only one method in a given chapter is of interest to the user, it is recommended that the introductory section of the chapter be read before focusing on the method itself. This section usually states the assumptions on which the
method is based and the errors typically found in the type of data being used. It should not, therefore, be overlooked.

The techniques presented have been grouped into chapters according to the type of data they require and not according to the type of estimates they yield. Therefore, several chapters need to be considered when one is interested in parameter types rather than in data types. For example, age-specific fertility rates may be estimated from data on children ever born or from census or survey data where the identification of ownchildren is possible; and while all the techniques using data on children ever born to estimate fertility are presented in chapter II, the own-children method of fertility estimation is presented in chapter VIII, together with other reverse-survival techniques. The same observation could be made about adult mortality estimation, which can be performed either when a distribution of deaths by age and sex exists or when data on orphanhood and widowhood or even when successive age distributions are available. It is hoped that table 1 and the annotated index tables of each chapter may make the selection of the techniques applicable to different data sets straightforward.
To conclude, it should be pointed out that although all the examples presented are based on real data, the results obtained from the application of a certain method to an isolated set of information should not be considered definitive. Frequently, the application of a method requires several pieces of information obtained from different data sets or sources; and it is impossible within the scope of this Manual to assess in each case whether these external pieces of information are satisfactory. In other instances, the application of a certain method of estimation reveals inconsistencies in the data that make the results suspect. In such cases, further exploratory and explanatory work would be required to resolve these inconsistencies. Yet, since the purpose of Manual $\boldsymbol{X}$ is to illustrate the way in which the methods

Table 1. Schematic guide to Manual X

|  | Onper | Tppe ofingu data | Entrimated parameers |
| :---: | :---: | :---: | :---: |
| 11. | Estimation of fertility based on information about children ever born | Children ever born Births in the past year Number of women Total population | Total fertility Age-specific rates Birth rate |
| IIJ. | Estimation of child mortality from information on children ever bom and children surviving | Children surviving Children dead Children ever bom Number of women | Probabilities of surviving from birth 1(2): 1(3): I(5): I(10): I(15): 1(20) |
| IV. | Estimation of adult survivorship probabilities from information on orphanhood and widowhood | Respondents with mother alive Respondents with mother dead | Probabilities of surviving from age 25 to age $25+$ $x$, for $x=10$. $15 . \ldots . .60$ among females |
|  |  | Respondents with father alive Respondents with father dead | Probabilities of surviving from age 32.5 (or 37.5 ) to age $35+x$ (or $40+x$ ) for $x=10$. 15 . .... 55 among males |

Talle 1 (contimed)

| $a_{\text {amp }}$ |  | D)peoftryume | Emmmo/pametor |
| :---: | :---: | :---: | :---: |
|  |  | Ever-married female population with first husband alive Ever-married female population with first husband dead | Probabilities of surviving from age 20 to age $x$, for $x=25,30, \ldots, 60$ among males |
|  |  | Ever-married male population with first wife alive <br> Ever-matried male population with frist wife dead | Probabilities of surviving from age 20 to age $x$, for $x=25,30, \ldots, 55$ among females |
| V. | Estimation of adult mortality from information on the distribution of deaths by age | Deaths classified by age <br> Population classified by age Growth rate | Adjustment factor for deaths <br> Adjusted age-specific central mortality rates for ages over 10 |
| VI. | Derivation of amooth life table from a set of survivorship probabilities | Estimates of child mortality <br> Estimates of adult mortality from orphanbood, or widowhood, or death registration | Complete life table |
| VII. | Fertility and mortality estimation using model stable age distributions | Growth rate Child mortality ( $(\mathbf{z})$ ) Age distribution | Birth rate <br> Death rate <br> Gross reproduction rate Life table |
| VIII. | Estimation of fertility by reverse-survival methods | Population classified by age Estimates of child mortality Growth rate | Birth rate |
|  |  | Enumerated children by single year of age and single yeaz of mother's age <br> Female population by single years <br> Estimates of child mortality Estimates of female adult mortality | Age-specific fertility rates for the 10 or 15 years preceding enumeration Total fertility for the same time period |
| IX. | Estimation of adult mortality using successive censurs age distributions | Population enumerated at two points in time five or 10 years apart, classified by five-year age group | Life table |
|  |  | Population enumerated at two points in time classified by age <br> Recorded intercensal deaths ctassified by age | Completeness <br> registrationof deathCompleteness <br> enumeration <br> Life table |

are applied and not to obtain complete, coherent demographic profiles of the cases studied, a thorough validation of the results obtained has not generally been attempted. Hence, although this Manual is well suited to instruct the user on how to obtain the pieces of the puzzle, it does not go far enough in showing how to put them together to form a consistent picture of the demographic situation of the population concerned.

## F. DEFINITIONS AND CONVENTIONS

This section discusses briefly the conventions used throughout this Mamual concerning both notation and some general definitions. Of course, the specific definitions needed in particular chapters are given there; but in order to avoid repetition, frequently used symbols are defined in this section.

First to be discussed is notation. Because of the wide
variety of concepts used, it has been impossible not to assign different meanings to the same symbol in different chapters. Even though this practice clearly violates strict mathematical conventions, its flexibility far outweighs the slight confusion, if any, that it may cause. In order to avoid such confusion completely, the reader must be aware of the cases in which different meanings are associated with the same symbol. Within any chapter, a given symbol always refers to the same type of data; however, its exact algebraic definition may vary according to indices associated with it. For example, the symbol $N$ usually represents the number of persons in some age group, but $N(x)$ is the symbol used to represent the number of persons in the age group from $x$ to $x+1 ; s N_{x}$ is the number of persons whose exact ages range from $x$ to $x+5, N(x+)$ represents the number of persons aged $x$ and over, and $N(x-)$ is the number of persons below age $x$. Of course, the exact definition of
each of these variations of the symbol $N$ is stated within the chapter where it is used, but it would be helpful for the user to remember these frequently used variations of meaning.

Another example is the use of $P$ to represent average parity. Usually, $P(i)$ represents the average parity of women whose ages range from $x_{1}=10+5(i)$ to $x_{2}=10+5(i+1)$, although occasionally it represents the average parity of women who were first married between $y_{1}=5(i-1)$ and $y_{2}=5(i)$ years before the survey. Furthermore, in sections where more than one survey is considered, $P(i, t)$ is used to represent the average parity of women in group $i$ at time $t$.

Some symbols have different meanings in different chapters. Since this Manual is organized in a modular fashion, with each chapter or module being largely independent of other chapters, this misuse of symbols is not expected to cause problems. For example, it will be quite clear to the reader that in chapter VII, $C(x)$ is used to represent the proportion of the population under age $x$, while in chapter $V$, the letter $C$ is used to represent the estimated completeness factor for death registration. Since each of these definitions of $C$ is used consistently within each chapter, it is unlikely that confusion will arise, as long as it is remembered that chapters should be treated as modules.

On the other hand, some symbols are used consistently throughout the Manual. These symbols are defined below:
$b:$ birth rate. More accurately called the "crude birth rate", $b$ is the ratio of the number of births occurring in a population during a given period and the number of person-years lived by the population during that time period. The latter figure is usually approximated by the size of the population at the mid-point of the period, multiplied by the length of the period in years. This rate is usually expressed in births per 1,000 population; that is, its true value is multiplied by 1,000 . Yet, in this Mamual, this convention is not followed. Therefore, all birth rates quoted are numbers smaller than unity, which require multiplication by 1,000 to be comparable to figures cited elsewhere:
$d$ : death rate. The complete name of $d$ is the "crude death rate". It is the ratio of the number of deaths occurring in a population during a certain time period and the person-years lived by the population during that time period. An approximation of this number of person-years lived is often obtained by multiplying the mid-period population by the period length in years. Usually, death rates are also expressed per 1,000 population (that is, their true value is multiplied by 1,000 ), but this practice is not followed here. Hence, all death rates quoted in the Manual are numbers smaller than unity;
$r$ : growth rate. More properly known as the "crude rate of natural increase," $r$ is the difference between the birth and death rates defined above. Crude rates of natural increase are often expressed as percentages. This practice is entirely avoided in this Manual, but especially in this case, the reader must be aware of it so as to be able to make the correct comparisons between
the figures quoted here and those presented in other sources. As an example, note that a value of $r=0.0280$, the form in which growth rates are expressed herein, is equivalent to a growth rate of 2.80 per cent in conventional form;
$q(x)$ : probability of dying. Throughout the Manual, the life-table probability of dying between birth and exact age $x$ is denoted by $q(x)$. Being a probability, the value of $q(x)$ cannot be greater than one. Although its value can also be quoted as per 100 (per cent) or per 1,000 , it is not the usual practice to do so. Hence, the reader will find that the $\dot{q}(x)$ values given here have the same form as those generally used elsewhere;
$l(x)$ : probability of surviving. The value of $l(x)$ is, in probability terms, the complement of $q(x)$, that is, $I(x)=1.0-q(x)$. By definition, $I(x)$ is the probability of surviving from birth to exact age $x$; and it is conventional practice to express the $l(x)$ values in per 1,000 or per 10,000 form. This practice is especially prevalent in the construction of life tables where $l(x)$ is also interpreted as the number of persons of exact age $x$ in a stationary population with radix ( 0 ). The arbitrary selection of the value of $l(0)$ amounts to multiplying all the true probability values of $l(x)$ by a constant, in order to avoid using decimal points. In most of this Manual, $l(0)$ has the value of one; and therefore, $l(x)$ is a probability value never greater than one. However, an exception to this convention occurs in section D of chapter IX, where the radix of the estimated $l(x)$ values cannot be known, therefore making impossible their translation into true probabilities of survival from birth. The user should make a note of the general convention and of this main exception in order to make allowance for the final position of the decimal point when making calculations or comparisons with respect to other estimates;
$e_{x}$ : expectation of life. The symbol $e_{x}$ is used to denote the average expectation of life of a group of survivors on reaching age $x$. The expectation of life at birth is denoted by $e_{0}$. The value of $e_{x}$ represents the average number of years that the members of the stationary (life-table) population alive at exact age $x$ may expect to live. The reciprocal of $e_{x}\left(1.0 / e_{x}\right)$ is the death rate over age $x$ for the stationary population. Another name for $e_{x}$ is "life expectancy at age $x$ ";

[^8]symbol $P(1)$ was selected. Ease in typing $P(i)$ rather than ${ }_{s} P_{x}$ has led to the widespread acceptance of the former notation, and it was adopted for this Mamual. In fact. it has even been abused, in a sense, because $i$ represents both age and marriage-duration groups, according to the case at hand, and it was extended by using it to index some variables other than parity. Because of the simplicity and frequent use of the indexing variable $i$ in this Mamual and elsewhere, the user is advised to become familiar with it;
$f(i):$ age-specific fertility rate. In this Manual, $f(i)$ represents the age-specific fertility rate of women whose age ranges from $x_{1}=10+5 i$ to $x_{2}=10+5(i+1)$. In general, the index $i$ used for parities is used in an identical fashion for age-specific fertility rates. Thus, $f(1)$ represents the age-specific fertility rate for women aged 15-19;
TF: total fertility. Total fertility is, by definition, the average number of children born to women who survive the entire reproductive life span; it can be either a period or a cohort measure. When total fertility is measured on the basis of period data, it is an estimate of the average number of children born to members of a
hypothetical, mortality-free cohort that is subject, during its entire reproductive life, to the age-specific fertility rates for the period. Thus, if the age limits of female reproduction are taken as being 15 and 50 ,
$$
T F=5 \sum_{i=1}^{7} f(i)
$$

Exp and ln : the exponential and the natural logarithm, respectively. The symbol exp is used to denote the value of $e$, an irrational number whose first seven digits are 2.718282. This number is defined mathematically as the base of natural logarithms (denoted in this Manual by $\mathbf{l n}$, though also commonly denoted by $\log _{e}$ ). The use of exponential and logarithmic functions is common in the specification of demographic models and the reader should be acquainted with their mathematical properties.
Even though this list of consistently used symbols is not exhaustive, it does highlight the most important characteristics of the relevant ones. The reader may find it useful to consult this section whenever any of the symbols listed here appears in later chapters.
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## Chapter I

## DEMOGRAPHIC MODELS

## A. GEnERAL background

Demographic models are an attempt to represent demographic processes in the form of a mathematical function or set of functions relating two or more measurable demographic variables. The primary purpose of modelling is simplification, to reduce a confusing mass of numbers to a few, intelligible basic parameters, or to make possible an approximate representation of reality without its complexity
Because all demographic models attempt to represent reality, they are based to a greater or lesser extent on actual data. Yet, according to their degree of dependence upon observed data, two broad categories can be distinguished. On the one hand, there are models that can be derived solely from a set of simple assumptions or postulates. An example is the stable population model which arises from assuming that fertility and mortality have remained constant for a sufficiently long period. The proof of the convergence of almost any initial age distribution to a stable state after being subject for a long time to constant fertility and mortality can be carried out mathematically without recourse to any type of observed data. ${ }^{\text {' }}$ Yet, a model of this sort is powerful only to the extent to which it reflects an actual process. Therefore, even though the stable population model is not derived from actual observations, only the good fit it provides to the age structures of populations that might reasonably be considered "stable" (i.e., having been subject to unchanging fertility and mortality for many years) establishes its value.

On the other hand, there are models that could not be derived at all if suitable data were not available. In this category are most of the model life tables that have been proposed. These models arise from the systematic analysis of observed mortality patterns and from the discovery and exploitation of common patterns present in them.

In general, most models fall between these two extremes; that is, their basis is neither purely empirical nor purely theoretical. In fact, some have evolved from a purely empirical to a purely theoretical foundation. An example of this type of evolution is the nuptiality model first presented by Coale. ${ }^{2}$ It arose from the

[^9]analysis of marriage rates among selected populations. Coale discovered that by suitably changing the spread, the location and the area under the nuptiality schedules of these populations, they could all be made to conform to the same standard shape. Further analysis showed that this shape could be closely approximated by a probability density function corresponding to the sum of a normal and several exponential random variables.

In probability theory, an exponentially distributed random variable is frequently used as a model of waiting-time periods. Hence, the density that approximates the standard nuptiality schedule suggests an appealing description of the process by which marriage takes place: women enter the "marriage market" (they become socially acceptable candidates for marriage) according to a normal distribution; and, once they reach this state, their actual time of entrance into marriage is just the sum of several waiting times (the time to find the right partner, the time to arrange a wedding etc.).

The description of this particular process of model creation seems interesting because it clearly illustrates how profitable the interaction between fact and theory may be. Besides, this model is especially appealing because it achieves an almost perfect amalgamation of reality and mathematical theory. Not only does the final equation arrived at describe the observed data with high accuracy, but once discovered, its interpretation appears most reasonable. The model proposed serves at the same time as a summary and as an explanation of reality. ldeally, every model should fulfil these two purposes.

Unfortunately, the modelling of other demographic phenomena has not been equally successful. Yet, undoubtedly, the aim of researchers in this field is to arrive at models that, while being as economical as possible in the number of parameters they incorporate, are also flexible enough to approximate all the relevant variations observable in real data, and whose form and parameters have meaningful interpretations in reality.

The next sections describe several useful demographic models in the areas of mortality, nuptiality, fertility and population age structure. Altention is focused on those models which have been relevant in the development of indirect estimation techniques, mainly because of the important part such models have played in allowing the simulation of demographic data. These simulated data have been used as a basis for the investigation of the relations existing between, on the one hand, quantities that are measured without difficulty and, on the other hand. more useful demographic parameters whose values are not easily determined directly.

## B. MORTALITY MODELS: MODEL LIFE TABLES

A life table provides a summary description of the effects of age-specific mortality rates upon a birth cohort. The very earliest demographic models attempted to describe in mathematical form the variations of mortality with age, particularly the increase in the risk of dying after childhood. Attempts to describe by a single mathematical function mortality experience throughout life have found it difficult to reproduce the characteristic U or $J$ shape of mortality rates by age. This difficulty led to a new approach in creating mortality models or model life tables. Instead of trying to relate the risk of dying solely to age, risks at a given age were related to the risks observed at other ages or to risks observed in other populations at similar ages. Because the relations explored have, in general, shed no light on a plausible theoretical interpretation of how the process of mortality occurs, most of the model life tables existing to date depend heavily upon empirical data. At least four systems of model life tables have been developed on the principle of narrowing the choice of a life table to those deemed feasible on the basis of examination of mortality risks calculated for actual populations. These systems vary in the range of human experience they encompass, so that one may be more appropriate than another for a particular case. Each of them is described in detail below.

## 1. United Nations model life tables

The first set of model life tables was developed by the Population Division of the United Nations Secretariat during the $1950{ }^{3}{ }^{3}$ This set, subsequently published in a revised form, ${ }^{4}$ is based on a collection of 158 observed life tables for each sex. The model tables were constructed by assuming that the value of each $s q_{x}$ (the probability of dying between age $x$ and $x+5$ in a life table) is a quadratic function of the previous $q$ value, namely, $s q_{x-s}$ (except for the first two age groups, 190 and $4_{1}$, all the other groups considered are five years in length). This assumption implies that the knowledge of only one mortality parameter ( $1 q_{0}$ or an equivalent "level" that indexes the 190 values used) would determine a complete life table. The United Nations model life tables are thus a one-parameter system.
Since the coefficients of the quadratic equations relating each $s q_{x}$ value to its predecessor were not known a priori, they had to be estimated on the basis of observed data. Regression was used to estimate these coefficients from the 158 mortality schedules available for each sex. Once they were estimated, calculation of the actual model life tables was straightforward: a convenient value of 190 would be chosen arbitrarily; it would then be substituted in the equation relating 190 to 49 , so that a value of $4 q$, would be obtained which, in turn, would be used to generate a value of $s q_{s}$ through the equation relating s $q_{s}$ to $4 q_{1}$, and so on.

[^10]There are inherent disadvantages in the "chaining" technique used in calculating the United Nations model tables, especially when, as in this case, the quadratic equations relating one parameter to the next are not exact. Although the regression method of fitting equations to data does make some allowance for the existence of errors, it assumes that the distribution of these errors is known and that their mean is zero. The presence of systematic errors with non-zero mean (biases) may severely affect the estimates yielded by fitted regression equations, and their adverse effects are very likely to be augmented by the chaining technique described above whereby errors in one estimate would only contribute to accentuated errors in the next.

Furthermore, the 158 tables used as the data base from which the regression coefficients of the fitted equations were estimated were not all of the same quality. Because many tables from developing countries were used in the data base, mortality data with numerous deficiencies were included; and since large areas of the world did not possess any mortality statistics, life tables for those areas could not be included in the data base.
Owing to these shortcomings and to the fact that a one-parameter system lacks the flexibility required to approximate adequately the variety of cases encountered in reality, the United Nations life tables were soon superseded by other model sets which, though based on a similar approach, tried to avoid the pitfalls encountered by the creators of the first system. However, the United Nations set established the usefulness of a model life-table system.

## 2. Coale and Demeny regional model life tables

The Coale and Demeny ${ }^{\text {s }}$ regional mode! life tables were published in 1966. They were derived from a set of 192 life tables by sex recorded for actual populations. That set included life tables from several time periods ( 39 of them relate to the period before 1900 and 69 refer to the period after the Second World War) and was heavily weighted towards Western experiences. Europe, Northern America, Australia and New Zealand contributed a total of 176 tables. The remaining 16 tables were from Africa and Asia: 3 from Israel; 6 from Japan; 3 from Taiwan Province; and 4 from the white populations of South Africa. The 192 life tables were chosen for inclusion from an original set of 326 tables. Life tables in which age patterns exhibited large deviations from the norm were excluded. All of the 192 life tables selected were derived from the registration data and from the complete enumeration of the populations to which they refer. Most tables covered entire countries, but a few representing the mortality experience of subregions also were included, especially when that experience showed distinctive characteristics that persisted over time.

A preliminary analysis of the tables revealed that four different mortality patterns could be distinguished

[^11]among them. Those patterns were labelled "North", "South", "East" and "West" because of the predominance of European countries belonging to the various regions in each category. Hence, the adjective "regional" was applied to the entire set.

The countries whose life tables underlie each of the patterns identified and the outstanding characteristics of the patterns are discussed below:
(a) East model. The life tables underlying the East model come mainly from Austria, Germany (before 1900), the Federal Republic of Germany (after the Second World War), and northern and central Italy, although some from Czechoslovakia and Poland are also included. When the pattern of these tables is compared with the "standard pattern" (that exhibited by the majority of tables), their deviations from the standard follow a U shape, revealing their relatively high mortality rates in infancy and at older ages (over age 50). A total of 31 tables was used to estimate this model. The life expectancy in those tables ranges from a low of 36.6 years for Bavaria in 1878 to a high of 72.3 years for Czechoslovakia in 1958;
(b) North model. The observed life tables underlying the North model come from Iceland (1941-1950), Norway (1856-1880 and 1946-1955) and Sweden (18511890). Nine tables were used to derive this pattern of mortality, characterized by comparatively low infant mortality coupled with relatively high child mortality and by mortality rates above age 50 that fall increasingly below those of the standard. The populations displaying this mortality pattern were very probably subject to endemic tuberculosis (positive deviations from the standard pattern in the middle age range, from age 10 to 40, suggest this fact). Therefore, this model is recommended as an adequate representation of mortality in populations where the incidence of this disease is high. Life expectancy in these tables ranges from 44.4 years (Sweden, 1851-1860) to 74.7 years (Norway, 1951-1955);
(c) South model. The South model is based on life tables for Spain, Portugal, Italy, southern Italy and the region of Sicily, covering a period from 1876 to 1957. The levels of life expectancy range from 35.7 years (Spain, 1900) to 68.8 years (southern Italy, 1954-1957). A total of 22 tables was used in deriving this model. Their mortality pattern is characterized by high mortality under age 5 , low mortality from about age 40 to age 60 , and high mortality over age 65 in relation to the standard:
(d) West model. The West model is based on the residual tables, that is, those not used in the derivation of the other regional sets. Their mortality patterns do not deviate systematically from the standard pattern obtained when all the available life tables are put together; and. in this sense, they are closer to the standard than those on which other regional sets are based. Furthermore, because this model is derived from the largest number and broadest variety of cases, it is believed to represent the most general mortality pattern. For this reason, the West model is often recommended as a first choice to represent mortality in countries where
lack of evidence prevents a more appropriate choice of model. It is of interest that the age pattern exhibited by the West model is very simitar to that of the earlier United Nations life tables. Life expectancy in these tables ranges from 38.6 years (Taiwan Province, 1921) to 75.2 years (Sweden, 1959).

Having identified each of the four patterns present in the observed life tables, the coefficients of linear equations relating the values of ${ }_{n} q_{x}$ to $e_{10}$, the expectation of life at age 10, and those relating the values of $\log _{10}\left(q_{n} q_{x}\right)$ to $e_{10}$ were estimated by using least-squares regression. From the equations thus established, it was simple to derive a complete set of ${ }_{\pi} \boldsymbol{q}_{x}$ values, and, therefore, a model life table, from any given value of $e_{10}$. The exact equation used (whether on $n_{n} q_{x}$ or on $\log _{10}\left(n q_{x}\right)$ ) for each section of the age range changed according to some simple criteria; ${ }^{6}$ but, essentially, the models derived from these equations depend, within each region, upon only one parameter, namely, $e_{10}$. Twenty-four values of $e_{10}$ for females were selected so that they would produce $e_{0}$ values ranging from 20 to 77.5 years, increasing in steps of 2.5 years.

The female $e_{10}$ values were then used to estimate $e_{10}$ values for males on the basis of the mortality differentials by sex present in the actual data. In this way, pairs of life tables (one for each sex) were generated for each level of mortality considered. For simplicity, the pair of life tables with a female $e_{0}$ of 20 was identified as level 1 and that with a female $e_{0}$ of 77.5 became level 24. An explanation of how the different functions that constitute a life table were calculated from the ${ }_{n} q_{x}$ values can be found in the life tables themselves. ${ }^{\text {? }}$

In order to give the user a better idea of the relationships between the four different mortality patterns embodied by these models, figures $1-4$ show plots of the proportional deviations of the $n q_{x}$ values of models North, South and East from those of West. In all cases, the ${ }_{n} q_{x}$ values compared refer to female level 9 (with an $e_{0}$ of 40 years). The exact function plotted in figures 1-4 is

$$
Z(x)=\left({ }_{n} q_{x} /_{n} q_{x}^{W}\right)-1.0
$$

where the index $W$ indicates model West.
As figure I shows, model North is characterized by a somewhat lower infant mortality than that of West, by significantly higher child mortality (over the age range from 1 to 10 ) and by adult mortality (over the range from 20 to 50) that, although lower than that of West, is higher than the values associated with either South or East (see figure 4). It is also worth noting that at older ages (over 65) North is the model with the lowest mortality.

Model South (shown in figure 2) exhibits higher child mortality than West (over the range from 0 to 5 ), the

[^12]Figure 1. Relative deviations of Nonth model values for the probalifity of dying a $\mathrm{I}^{\boldsymbol{x}}$, from those of the West model for females, level 9

lowest adult mortality among all models (see figure 4) and somewhat high mortality over age 65 .

Model East (shown in figure 3) displays a relatively high infant mortality, coupled with the lowest child mortality in all models (see figure 4) and an adult mortality that falls between that of South and North. It is also characterized by having the highest mortality at older ages (over age 65).

Note should be taken that, as shown in figure 4, the model having the highest probabilities of dying at adult ages ( $20-50$ years) is the West model (although when mortality is very low, the North model shows higher adult mortality); and only the East model is lower than the West model in terms of child mortality (probabilities of dying between ages 3 and 10 ).

At the time of its creation, this set of model life tables was probably the most general and flexible model of mortality available, and its widespread use has helped to demonstrate both its strengths and weaknesses. Among the latter, the most important is that, even though more varied than other sets of tables, the patterns embodied by the regional model life tables do not cover the entire range of human experience. For example, Demeny and Shorter ${ }^{8}$ found that none of the four model patterns con-

[^13]Figure 2. Relative devintions of Sonath model values for the probability of dying. $\boldsymbol{o f}_{5}$, from those of the West model for females, level 9

tained in the model life tables adequately reflects the Turkish experience. In general, because the data upon which the regional model life tables are based include very few examples from developing countries, it is possible that the patterns of mortality characteristic of these countries may be different from those represented by the models (see subsection B. 5 for a discussion of the new United Nations model life tables).

However, owing to their long-standing use and acceptance, the Coale-Demeny life tables have become a necessary tool in indirect estimation; and they are consistently used in the worked examples presented in this Manual.

When employing these models, a problem that always arises is the selection of the mortality pattern that best represents the mortality prevalent in the country or region being studied. As described above, the regional model life tables contain four families or patterns of mortality. The most striking differences between these families are well known; and because the tables themselves are available, they can be investigated further by any analyst. Of course, if there are reasonable estimates of the mortality pattern for a given country, the best model can be selected by comparing the observed pattern to those embodied by the model tables. But when almost no reliable information on the incidence of mortality by age is available, the analyst can do little more than guess which pattern would be most appropriate.

Prime 3. Relative deviations of East madel values for the probabitity of dying . IF $_{2}$, from these of the West model for females, level 9


In situations where all extra information is lacking, the use of the West family is recommended because of the relatively wider data base from which it was derived. As for the "extra information" that would permit a more enlightened selection, it can vary considerably in type and quality, ranging, for example, from estimates of age-specific mortality rates derived from vital registration to knowledge of some fairly general facts, such as the extent to which breast-feeding is practised or the probable incidence of tuberculosis. When a set of observed age-specific mortality rates is available (preferably a set adjusted according to the methods described in chapter $V$ ), a model mortality pattern may be chosen by comparing the observed $s m_{x}$ values to those corresponding to model life tables belonging to different families and whose levels (i.e., their expectation of life) roughly correspond to those of the observed rates. This comparison may be carried out by dividing the observed ${ }_{s} m_{x}$ values by those of the model. Exact agreement between the two values would yield a quotient value of one. Therefore, the family whose quotient values are, on the average, closest to one could be selected as an appropriate representation of observed mortality. A slightly more sophisticated procedure would be to select the model set that minimizes the sum of the squared deviations from 1.0 of the ratios of observed $s m_{x}$ over model ${ }_{5} M_{x}$ values.

The selection of an adequate family is especially important when the indirect estimation of infant and

Fipre 4. Reletive deviations of the North, South and East values for the moinlility of dying nisx , with respeet to those of the West model for females, level 9

child mortality is to be attempted. According to the description given above of the four mortality patterns contained in the regional model life tables, it is evident that they differ most markedly in their values at eariy ages and in the relation between infant $\left(1 q_{0}\right)$ and child (4q) mortality. It follows that quite different child mortality estimates may be obtained from the same information according to which family is selected as representative. Furthermore, in this case, reasonably sound external evidence that would permit a solid selection is very hard to obtain, mainly because infant deaths are very often grossly underreported. Currently, in the absence of adequate empirical data for selecting a family of model life tables, only the few general guide-lines given below may be proposed to narrow the possibilities and lead to a reasonable choice:
(a) In a population where breast-feeding is common practice and where weaning occurs at a relatively late age ( 12 months or over), one may reasonably expect child mortality ( $4 q_{1}$ ) to be relatively higher than infant mortality ( $1 q_{0}$ ) since breast-feeding may successfully prevent deaths due to malnutrition and infectious diseases among young infants. When weaning takes place, however, the child is less protected from these perils and is more likely to die. In these cases, mortality
in childhood is likely to be well represented by the North family. Yet, it cannot be inferred from these observations that the North family will also provide an appropriate mortality model for other sections of the age range. More information on the incidence of mortality in adulthood is necessary to establish this fact;
(b) In some populations today, breast-feeding has been abandoned by a high proportion of the female population; and, from a very early age, infants are fed unsterilized and often inadequate rations of "milk formula". When this practice is adopted by women living in relatively unhealthy conditions, a higher degree of malnutrition and an increase of the incidence of infectious diseases among infants are observed. Under these conditions, a pattern of mortality similar to that of the South family may be a good representation of mortality in childhood;
(c) Early weaning may not be the only cause of malnutrition which results in a high child-to-infant mortality ratio. In some populations, breast-feeding is nearly universal but nutritional levels are low and both infant and child mortality are high. For such least developed countries, either the South or the North families of model life tables may be the most appropriate;
(d) If it is known that infant mortality is very high in relation to child mortality because of the prevalence of neonatal tetanus or some other cause, the East family may best refiect the actual age pattern of mortality;
(e) In the absence of data adequate to determine the most suitable family of model life tables to use for a particular country, one may select the same family as that employed for a neighbouring country with similar cultural and socio-economic characteristics;
(f) If littie is known about the population under study, the West model is recommended, simply on the grounds of generality.
From these remarks, it is clear that the knowledge about mortality patterns is still fairly limited and that, certainly, better information concerning the mortality experience of populations in developing countries is needed to assess the adequacy of the models now available.

## 3. Ledermann's system of model life tables

Ledermann and Breas ${ }^{9}$ used factor analysis to identify the most important variables or factors explaining the variation among a set of 154 observed life tables. The data base was nearly identical to that used for the earlier United Nations tables (see subsection B.1) and therefore had the same advantages and shortcomings.
Five factors were found to explain most of the variability among the observed tables. The first and largest is associated with a general mortality level; the second refers to the relation between child and adult mortality; the third is related to the pattern of mortality at older ages, while the fourth is related to the pattern of mortal-

[^14]ity under age 5 ; and lastly, the fifth reflects the differential between male and female mortality in the age range from 5 to 70 .

At a later date, Ledermann ${ }^{10}$ developed a series of one-parameter and two-parameter model life tables based on the regression analysis of the 154 actual life tables used in his first study of mortality patterns. The model life tables were obtained by estimating the probabilities of dying between ages $x$ and $x+5,5 q_{x}$, for males, females and both sexes combined, through logarithmic regression equations of the following type:

$$
\begin{equation*}
\ln _{s} q_{x}=a_{0}(x)+a_{1}(x) \ln Q \tag{B.1}
\end{equation*}
$$

for the one-parameter models, and

$$
\begin{equation*}
\ln _{5} q_{x}=b_{0}(x)+b_{1}(x) \ln Q_{1}+b_{2}(x) \ln Q_{2} \tag{B.2}
\end{equation*}
$$

for the two-parameter models, where $Q, Q_{1}$ and $Q_{2}$ are the independent variables used in each case, and $a_{i}(x)$ and $b_{i}(x)$ represent the estimated regression coefficients for the age group from $x$ to $x+5$.

Ledermann's models form a fiexible system. While the early United Nations and the four Coale-Demeny regression models are based on just one independent variable ( $1 q_{0}$ and $e_{10}$, respectively), Ledermann estimated different sets of regression coefficients for equations (B.1) and (B.2), each based on a different independent variable or pair of variables. In the case of the one-parameter models, seven independent variables were used, namely: $e_{0}, 190,590,1590,20930,20945$ and $\boldsymbol{m}_{50+}$ (the central mortality rate for ages 50 and over). The two-parameter models were obtained by using the following pairs of independent variables: $s q_{0}$ and $20 q_{45}$; is $q_{0}$ and 20930 ; and $15 q_{0}$ and $m_{50+}$. Every parameter refers to both sexes, except for 209 30, which refers only to females. The use of different independent variables to generate each set of model life tables makes it easier for the user to avoid the bias introduced when a model life table is identified by way of an observed value that is not the independent variable used to generate the model. For example, this type of bias is introduced when, in the Coale-Demeny system, a life table is identified on the basis of the observed $l_{2}$ value rather than on the basis of the observed $e_{10}$. However, even though the Ledermann set does provide a wider variety of entry values that minimize the bias in identifying an appropriate model, in practice most of these values are not easily estimated with an adequate degree of accuracy for developing countries, so that the introduction of some bias cannot be avoided.

The Ledermann models also incorporate a feature absent in other tables. They provide not only the estimated values of the probabilities of dying but a measure of the dispersion of the observed values around the estimated values ( $2 \sigma_{x}$, where $\sigma_{x}$ is the standard error of the $s q_{x}$ values estimated through a regression equa-

[^15]tion). Obviously, this measure refers only to the particular life tables from which the regression coefficients were calculated, and the former do not necessarily cover all possible situations. Nevertheless, the measures of dispersion presented do indicate the possible magnitude of the discrepancies between estimated and actual values.

In addition, the Ledermann tables reflect the sex differentials in age patterns of mortality and the way in which these differentials vary with respect to the overall level of mortality in actual life tables. Thus, for example, the effects of maternal mortality at high mortality levels are translated into a marked excess of female mortality in the early reproductive ages, but such excess disappears in tables of the same model corresponding to lower mortality levels.

This characteristic, however, may be a potential shortcoming of the system, because even though regression coefficients are given for the calculation of separate life tables for each sex, the independent variables used refer, with only one exception, to parameters obtained from data on both sexes combined. Thus, the user is forced to accept the relationships between male and female mortality that the model embodies, relationships that may not always be satisfactory. For instance, it is almost impossible to estimate from Ledermann's models a life table in which the male expectation of life exceeds that for females. When little is known about the sex differentials prevailing in a population, it is highly desirable to analyse data for each sex separately. On these grounds, the Ledermann tables are of limited value for the study of such populations. It may also be noted that, for applications to developing countries, the Ledermann system is not easy to use, as its independent variables, or points of entry into the tables, cannot be readily estimated by the indirect techniques currently available.

## 4. Brass logit life-table system

The main shortcoming of the model life-table systems described above is their dependence upon the type of data that generated them. The rather restricted data base used for this purpose and the fact that the model systems themselves consist of only a finite number of cases which cannot be expected to represent all possible human experience make them less than ideal. Another type of model is needed. Naturally, this model should adequately reflect the patterns found in empirical mortality data. However, it should not be constrained to represent exclusively the patterns these data embody for, as pointed out earlier, the true mortality experience of many populations has not yet been ascertained with any degree of accuracy, and it may or may not strictly conform to pattems observed in countries where accurate measurement has been possible.

A model that provides a greater degree of flexibility is that proposed by Brass and colleagues, " better known as the "logit system". Brass attempted to relate

[^16]mathematically two different life tables. He discovered that a certain transformation of the probabilities of survival to age $x$ ( $(x)$ values in life-table terms) made the relationship between corresponding probabilities for different life tables approximately linear. In other words, if one lets $\lambda(l(x))$ represent some transformation of the value $l(x)$, for empirical data, the linear relationship:
\[

$$
\begin{equation*}
\lambda\left(l^{*}(x)\right)=\alpha+\beta \lambda(l(x)) \tag{B.3}
\end{equation*}
$$

\]

where $l^{*}(x)$ and $l(x)$ are two different life tables, and $\alpha$ and $\beta$ are constants, is approximately true for all vaues of $x$ if $\lambda$ is defined specifically as

$$
\begin{gather*}
\lambda(l(x))=\operatorname{logit}(1.0-l(x))= \\
0.5 \ln ((1.0-l(x)) / l(x)) . \tag{B.4}
\end{gather*}
$$

Those familiar with the logit as defined in statistics will notice that $\lambda$ is just a special case of this function, being calculated for the probabilistic complement of $l(x)$ rather than for $l(x)$ itself, as would be usual practice in statistics where the logit of a probability $p$ is:

$$
\begin{equation*}
\operatorname{logit}(p)=0.5 \ln (p /(1.0-p)) \tag{B.5}
\end{equation*}
$$

Assuming that, for any pair of life tables, values of $\alpha$ and $\beta$ can be found such that equation (B.3) is satisfied, it can be proved that the $\lambda$ transformation of any life table can be expressed as a linear function of the $\lambda$ transformation of some "standard" life table. That is, if equation (B.3) holds for every pair of life tables, all life tables can be generated from a single life table by changing the pairs of $(a, \beta)$ values used. In fact, this proposition is not strictly true because the assumption made, namely, that (B.3) represents an exact relationship between life tables, is not entirely true. Equation (B.3) is only approximately satisfied by pairs of actual life tables, but the approximation is close enough to warrant the use of this relation to study and fit observed mortality schedules.

Before describing how equation (B.3) is used to generate model life tables, a word about the meaning of the parameters $a$ and $\beta$ is in order. Consider the life tables $l^{*}(x)$ that can be generated by selecting a specific life table $I(x)$ and calculating $\lambda\left(I^{*}(x)\right)$ for different values of $\alpha$ and $\beta$. If $\beta$ were to remain constant and equal to one, for instance, different values of $\alpha$ would produce life tables $I^{*}(x)$ whose shapes would essentially be the same as the $l(x)$ table used to generate them, but whose overall levels would change (see Ggure 5). If, on the other hand, $\alpha$ remains fixed and $\beta$ is allowed to vary, the resulting $I^{*}(x)$ life tables will no longer display the same shape as $I(x)$. All of the $l^{*}(x)$ tables will intersect at a single point located somewhere in the central portion of the age range. Therefore, their probabilities of survival will be either lower at younger ages and higher at older ages or lower at younger ages and higher at the older than the standard survival probabilities $l(x)$ from which they are generated (see figure 6). Hence, a changing
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value of $\beta$ modifies the shape of the generated mortality schedule rather than its level. Naturally, simultaneous changes of $\alpha$ and $\beta$ will bring about changes in both the level and shape of the mortality schedule being gencrated.
From equations (B.3) and (B.4), the following expression can be derived:

$$
\begin{equation*}
I^{*}(x)=(1.0+\exp (2 \alpha+2 \beta \lambda(1(x))))^{-1} \tag{B.6}
\end{equation*}
$$

so that, for any set of $l(x)$ values defining a life table, another set $I^{*}(x)$ can be obtained by using any pair of $\alpha$ and $\beta$ values. (Note should be taken that at the endpoints of the age range, where $I(x)$ is either 0 or $I$, equation (B.6) cannot be used to calculate $/^{*}(x)$. Rather, $l^{*}(0)$ and $l^{*}(\omega)$ shouid be arbitrarily set equal to one and to zero, respectively.) Equation (B.6) can be used to generate model life tables simply by selecting an adequate standard. Potentially, any life table can be used as a standard, but for simulation and fitting purposes the standard proposed by Brass ${ }^{12}$ is very frequently used. This "general" standard (presented in table 2) is different from the so-called "African" standard also proposed by Brass. ${ }^{13}$ The latter is characterized by lower infant mortality and higher child mortality. In this Mamual, only the Brass "general" standard is used.
Because of the mathematical simplicity of equations

[^17]Migwe 6. Life tables derived through the logit systern, letiong $\boldsymbol{a}=\mathbf{0}, 0$ and using the Brass geweral atandard

(B.4) and (B.6), the use of model life tables generated by means of the $\lambda$ transformation (also call the "logit" from here on) does not require that the resulting values be available in printed form. However, some such values have been printed. For example, Carrier and Hobcraf1 ${ }^{14}$ produced a set of model tables from the African standard by fixing the value of $\beta$ at one. This set represents, therefore, a one-parameter system of model life tables.
The simple mathematical form of equation (B.6) also simplifies its use in computer applications. For this reason, life tables generated by the logit system are very often used for simulation purposes. Furthermore, the logit system is particularly appropriate for projecting mortality. If the past and current mortality schedules of a population are known, trends in the $\alpha$ and $\beta$ parameters can be determined by using the logit model lifetable system to fit each mortality schedule, and with some caution these trends can be projected to generate estimates of future mortality.
In this Mamual, the logit system is used to fit the adjusted mortality rates of a population and to synthesize independent estimates of child and adult mortality into coherent mortality schedules.

## 5. United Nations model life tables for developing countries

As more data of better quality have become available

[^18]TABLE 2. LOOHT VALUES FOR THE BRASS GENERAL STANDARD LIFE TARLE

| $\begin{aligned} & \text { 集 } \\ & \text { aj } \end{aligned}$ |  | $\begin{aligned} & \text { Ag } \\ & \text { b) } \end{aligned}$ |  | $\begin{gathered} \text { Afen } \\ (\$) \\ \hline \end{gathered}$ |  | $\begin{aligned} & A_{0} \\ & \underset{77}{ } \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - |  | -0.4551 |  | -0.1816 | 60. | 0.2100 | 80......... | 1.2375 |
|  | -0.8670 | 21. | -0.4401 | 41. | -0.1674 | 61.......... | 0.2394 | 81.......... | 1.32\% |
|  | -0.7152 | 22. | -0.4248 | 42. | -0.1530 | 62.......... | 0.2701 | 82.......... | 1.4284 |
|  | -0.6552 | 23. | -0.4103 | 43... | -0.1381 | 63. | 0.3204 | 83.......... | 1.5346 |
|  | -0.6219 | 24... | -0.3963 | 44. | -0.1229 | 64. | 0.3364 | 84.......... | 1.6489 |
|  | -0.6015 | 25.. | -0.3829 | 45.. | -0.1073 | 65. | 0.3721 | 85.......... | 1.7722 |
|  | -0.5879 | 26. | -0.3686 | 46. | -0.0911 | 66. | 0.4097 | 86.......... | 1.9053 |
|  | -0.5766 | 27. | -0.3549 | 47. | -0.0745 | 67. | 0.4494 | 87.......... | 2.0493 |
|  | -0.5666 |  | -0.3413 | 48. | -0.0574 | 68. | 0.4912 | 88.......... | 2.2051 |
|  | -0.5578 | 29.......... | -0.3280 |  | -0.03\% | 69. | 0.5353 | 89.......... | 2.3740 |
| 10.......... | -0.5498 | 30.......... | -0.3150 | 50.......... | -0.0212 | 70.......... | 0.5818 | 90.......... | 2.5573 |
| 11.......... | -0.5431 | 31. | -0.3020 | 51.......... | -0.0021 | 71.......... | 0.6311 | 91.......... | 2.7564 |
| 12.......... | -0.5365 | 32.... | -0.2889 | \$2.......... | 0.0177 | 72......... | 0.6832 | 92.......... | 2.9727 |
| 13.......... | -0.52\% | 33........ | -0.2759 | 53... | 0.0383 | 73.......... | 0.7385 | 93.......... | 3.2079 |
| 14.......... | -0.5220 | 34.......... | -0.2627 | 54.......... | 0.0598 | 74.......... | 0.7971 | 94......... | 3.4639 |
| 15.......... | -0.5131 | 35.......... | -0.2496 |  | 0.0821 |  | 0.8593 | 95.......... | 3.7424 |
| 16.......... | -0.5043 | 36.......... | -0.2364 | 56.... | 0.1055 | 76.......... | 0.9255 | 96.......... | 4.0456 |
| 17.......... | -0.4941 | 37.......... | -0.2230 | \$7.......... | 0.1299 | 77.......... | 0.9960 | 97.......... | 4.3758 |
| 18.......... | -0.4824 | 38.......... | -0.2094 | 58.......... | 0.1554 | 78.......... | 1.0712 | 98.......... | 4.7353 |
| 19.......... | -0.4694 | 39.......... | -0.1956 | 59.......... | 0.1821 | 79.......... | 1.1516 | 99.......... | 5.1270 |

for less developed countries it has become evident that the age patterns of mortality exhibited by their populations often differ from those recorded in the developed countries during the period 1850-1960, and consequently from those embodied in the models described above. For this reason, the Population Division of the Department of International Economic and Social Affairs of the United Nations Secretariat prepared and recently published a set of model life tables based on data from developing countries. ${ }^{15}$
Although the availability and reliability of data from the less developed regions have increased remarkably since the publication of the early United Nations life tables in 1955 and the Coale-Demeny tables in 1966, such data remain essentially poor. As a result, careful evaluation, selection and adjustment procedures were used to construct the data base upon which the new United Nations models were constructed. This data base consists of 36 life tables by sex ( 72 in total), covering a wide range of mortality levels (for 10 life tables, $e_{0}$ is below 50 years; and for another $10, e_{0}$ is 70 years or greater). Geographically, 16 pairs of male/female life tables were obtained from 10 countries of Latin America, 19 from It countries of Asia, and one from Africa. The meagre contribution by Africa reflects both a shortcoming and a strength of this system-a shortcoming in that the lack of data from Africa casts doubts about the use of the resulting models to represent the experience of this major area, a strength in that the rejection of whatever data were available for sub-Saharan Africa, usually of extremely low quality, is to some extent a validation of the evaluation procedures used to select the data bese and a partial assurance that the empirical tables underlying these models are of generally high quality so that the models themselves reflect distinctive

[^19]patterns of mortality in developing countries rather than typical patterns of data flaws.
The new United Nations model life tables are similar to the Coale and Demeny set in that distinct patterns of age-specific mortality schedules have been identified and are published in detail. In addition, the new models incorporate a greater degree of in-built flexibility, allowing the user to construct mortality patterns different from those actually published. In this sense, they are more akin to the logit system proposed by Brass.

Four distinct patterns of mortality were identified on the basis of the data available. Because of the predominance of these patterns in certain geographical regions, they are identified in regional terms as the "Latin American", the "Chilean", the "South Asian" and the "Far Eastern" patterns. ${ }^{16}$ A fifth pattern, called the "general" pattern, was constructed as the overall average of those listed above.

In ordes to illustrate the differences between the Coale and Demeny modets and the United Nations patterns, figure 7 shows plots of the ratios ${ }_{n} q_{x} /_{n} q_{x}^{W}$, where the superscript $W$ indicates the West model in the CoaleDemeny set. Comparisons are made between $n_{n} q_{x}$ values corresponding to life tables with the same life expectancy at age 10. Levels 9,15 and 21 of the CoaleDemeny tables for females are used as denominators. These comparisons highlight the most distinctive characteristics of the new United Nations patterns, which are discussed below.

The Latin American model, when compared with the West family of the Coale and Demeny models, exhibits high mortality during the infant and childhood years (due mainly to excess diarthoenl and parasitic diseases), and again during the young adult ages (largely due to

[^20]Figure 7. Comparison of the martally patterns ba the Uaited Nattoas model Wie tables for Aeveloping conmeries whit the West fundily of the Conle and Domeny set



Nove: The labelling used for these patterns does not relate to the geographical divisions established by the Population Division of the Department of International Economic and Social Affairs of the United Nations Secretariat.
accidents). It also exhibits relatively low levels at older ages, apparently because of comparatively low death rates due to cardio-vascular diseases.
The Chilean pattern is characterized mainly by extremely high infant mortality in relation to both the West family and its own child mortality. This excessive infant mortality appears to be due mainly to deaths from respiratory diseases and may also be related to early weaning.
The South Asian pattern in typified by extremely high mortality under age is and relatively high mortality at older ages (over age 55 approximately). Correspondingly, mortality during the prime adult ages is relatively low. Data about causes of death are scarce in this region; however, those gathered by the International Diarrhoeal Disease Research Centre in Matlab, Bangladesh, and by the Indian Model Registration Project reveal high rates of diarrhoeal and parasitic diseases at younger ages and high mortality from diarrhoeal and respiratory diseases at older ages.
The Far Eastern pattern exhibits very high death rates at the older ages compared with those at younger ages. There is some evidence that this distinctive pattern may be due to a past history of tuberculosis.
The general pattern (not shown), which can be considered an average of the four regional patterns described above, is very similar to the West family of the Coale-Demeny set.

As mentioned earlier, these tables combine the advantages of the Coale and Demeny regional system and its detailed publication format with the type of flexibility inherent in the Brass logit system. Such characteristics were achieved by using principal component analysis to construct each model, after preliminary clustering of the data had been carried out. Clustering allowed the identification of the four distinctive patterns described above. Within each cluster equations of the form

$$
\begin{equation*}
\operatorname{logit}\left({ }_{n} q_{x}\right)=U_{0 x}^{c}+\sum_{i=1}^{k} a_{i} U_{i x}^{c} \tag{B.7}
\end{equation*}
$$

were fitted, where ${ }_{n} q_{x}$ is the observed probability of dying between ages $x$ and $x+n ; U_{0 x}$ is the overall average (in logit terms) for cluster $c ; U_{i x}^{c}$ represents the characteristic deviation of the observed from the average; and the coefficient $a_{i}$ indicates the size of such deviations. Because the fitting procedure used identifies the $U_{i x}$ values as the principal components of the observed ${ }_{n} q_{x}$ vectors (with $x$ ranging from 0 to $\omega$ ), the $U_{0 x}$ vector can be interpreted as a measure of the average mortality model within each cluster, while $U_{1 x}$ may be interpreted as a measure of the typical deviations from that average as mortality levels change. Deviations from the overall average not due purely to changes in level are embodied by the second and third principal components, $U_{2 x}$ and $U_{3 x}$, respectively. Hence, in constructing the oneparameter models printed in the tables, equation (B.7) with $k=I$ was used, but setting $k=2$ or $k=3$ and selecting $a_{i}$ values judiciously allows the user to derive mortality schedules whose pattern deviates from that of
the printed tables. In this way, the flexibility of the models is enhanced.

In spite of their qualities, the United Nations life tables for developing countries are not used in this Manual, mainly because they were not yet available at the time of its preparation. In addition, because some of the methods described in the remainder of this volume have been developed on the basis of the Coale-Demeny models, it would be unfair to judge their performance on the basis of new models. The development of variations of these methods specifically designed for use with the new United Nations models is currently being undertaken and will soon add to the tools available for the analysis of demographic data in the developing countries.

## C. Model stable populations

The concept of a stable population was first formulated by Lotka, ${ }^{17}$ who proved that almost any population that is subject to constant fertility and mortality for a sufficiently long time acquires ultimately an unchanging age distribution which is characteristic of the prevailing fertility and mortality rates, and which is independent of the initial age distribution. He called the end-product of such constant fertility and mortality conditions a stable population and established that the stable age distribution has the following form:

$$
\begin{equation*}
c(x)=b \exp (-r x)(x) \tag{C.l}
\end{equation*}
$$

where $c(x)$ is the infinitesimal proportion of the stable population at exact age $x(c(x)$ is actually a density function), $b$ is the constant birth rate, $r$ is the constant rate of natural increase and $l(x)$ is the probability of surviving from birth to age $x$ (the usual life-table function).

Using equation (C.1) and recalling that an integral can be interpreted as a sum of infinitesimals, one can deduce that the proportion under age $y, C(y)$, is

$$
\begin{equation*}
C(y)=\int_{0}^{y} b \exp (-r x) l(x) d x \tag{C.2}
\end{equation*}
$$

and, since for the highest age possible, denoted by $\omega, C(\omega)$ must equal one (that is, the portion of the population under the highest age attainable must be the entire population), it follows that

$$
\begin{equation*}
\int_{0}^{\omega} b \exp (-r x)(x) d x=1.0 \tag{C.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.b=\left[\int_{0}^{\omega} \exp (-r x)\right)(x) d x\right]^{-1} \tag{C.4}
\end{equation*}
$$

Equations (C.2) and (C.4) allow the computation of the age distribution of a stable population whenever its mortality schedule ( $l(x)$ ) and its growth rate ( $r$ ) are known.

17 A. J. Lotka and F. R. Sharpe. loc. cit.

Model stable populations arise from the use of model mortality schedules or life tables to generate, through equations (C.2) and (C.4), stable age distributions for selected values of $r$. Among the five types of model life tables discussed above, at least four have been used to generate model stable populations. The Coale-Demeny sel has probably been the most widely used for the purpose of demographic estimation (cf. chapter VII). Four families of model stable populations are included in this set: one for each of the patterns of mortality it contains. Stable age distributions are printed for each sex separately, for values of $r$ ranging from -0.01 to 0.05 (increasing in steps of 0.005 at a time), for values of the gross reproduction rate ranging from 1.0 to 6.0 (increasing in steps of 0.25 ) and for the 24 mortality levels of each family. Each age structure is accompanied by a series of other parameter values corresponding to the stable population it represents. These values include the death and birth rates and the gross reproduction rate. The degree of detail in which this set is tabulated makes it rather simple to use.
Another set of stable populations was published by Carrier and Hobcraf, ${ }^{18}$ who computed stable age distributions based on life tables calculated by using the logit system with the African standard. Two types of life tables are presented: one in which $\beta$ is held constant with a value of one, and another where both $\alpha$ and $\beta$ are allowed to change. This set of stable populations is far less detailed than the Coale-Demeny set, but its use for estimation purposes may be required in situations where none of the Coale-Demeny mortality patterns is judged to approximate adequately the mortality experienced by an actual population.
The United Nations also published a set of model stable populations that can be used for demographic estimation, especially in cases where the other sets are not able to provide an acceptable fit. ${ }^{19}$ Lastly, the United Nations has recently published a new set of model stable populations corresponding to its new model life tables. ${ }^{20}$. Stable populations are presented for each of the five United Nations mortality patterns, for growth rates from 0.0 to 4.0 per cent by 0.5 per cent increments and for life expectancies at birth from 35 to 75 years by one-year increments. Intrinsic birth and death rates are also presented.

## D. Nuptiality models

As mentioned in section A of this chapter, while studying first-marriage frequencies (the number of first marriages taking place in a short age interval divided by the number of persons in that interval) in different female populations (or, more precisely, in different female cohorts), Coale ${ }^{21}$ discovered that they could all

[^21]be made to conform to a common standard pattern. The observed curves of first-marriage frequencies by age differed from one another only in the age at which marriage began, the rate at which marriages took place and the ultimate proportion that ever married. Therefore, a transformation of their origin, and of the horizontal and vertical scales, was all that was required to make them conform to a standard. Once a common pattern was discovered among the transformed distributions, a standard was calculated on the basis of period data from Sweden (1865-1869). The availability of this standard permitted the calculation of an empirical risk function $R(x)$, whose values quantify the risk of marrying for the first time at each age. By trial and error, Coale discovered that a good fit to $R(x)$ was obtained by the double exponential function
\[

$$
\begin{equation*}
R_{s}(x)=0.174 \exp (-4.411 \exp (-0.309 x)) . \tag{D.1}
\end{equation*}
$$

\]

It was later proved ${ }^{22}$ that this standard risk function is closely approximated by the density function associated with an infinite sum of independent, exponentially distributed random variables. The exact form of this standard density function, $g_{0}(x)$, is

$$
\begin{align*}
g_{f}(x) & =0.1946 \exp (-0.174(x-6.06) \\
& =\exp (-0.288(x-6.06))) . \tag{D.2}
\end{align*}
$$

The fit of this function to the empirical standard is just as good as that of a density corresponding to the sum of a normally distributed random variable and several independent, exponential delays, and equation (D.2) was adopted as a model because it is easier to handle mathematically.

If the effect of differential mortality and migration by marital status on the proportion of women who have ever been married is neglected, the existence of a standard curve of first-marriage frequencies implies the existence of a standard curve describing the proportions ever married by age for any given cohort. The shape of this curve is standard but, naturally, there are differences in the beginning age at marriage (the age at which marriages begin taking place among members of a cohort), in the pace at which the curve rises and in the ultimate proportion getting married (the proportion ever married by the age at which first-marriage rates have fallen essentially to zero). If one denotes by $G_{s}(x)$ the standard proportion ever married $x$ years after marriages begin, then $G(a)$, the proportion married by age $a$ in some true cohort, can be expressed as

$$
\begin{equation*}
G(a)=\Theta G_{s}\left(\left(a-a_{0}\right) / \gamma\right) \tag{D.3}
\end{equation*}
$$

where $\theta$ is the ultimate proportion ever married, $a_{0}$ is the age at which first marriages begin and $\gamma$ is the scale

[^22]factor expressing the number of years of nuptiality in the given population which are equivalent to one year in the standard population.

Since, mathematically, $G_{5}(x)$ is just the integral of $g_{s}(x)$,

$$
\begin{equation*}
G_{s}(x)=\int_{0}^{x} g_{s}(y) d y \tag{D.4}
\end{equation*}
$$

the density $g(a)$ associated with the cohort described above can be obtained from equations (D.3) and (D.4) by making a change of variable in the latter and substituting in the former. The result implies that $g(a)$ has the form

$$
\begin{align*}
g(a)= & (0.1946 \theta / \gamma) \exp \left((-0.174 / \gamma)\left(a-a_{0}-6.06 \gamma\right)\right. \\
& \left.-\exp \left[(-0.288 / \gamma)\left(a-a_{0}-6.06 \gamma\right)\right]\right] \tag{D.5}
\end{align*}
$$

No analytical experssion for $G(a)$ has been found, but its value for any age a can be calculated by the numerical integration of $g(a)$, since

$$
\begin{equation*}
G(a)=\int_{a_{0}}^{a} g(y) d y \tag{D.6}
\end{equation*}
$$

The problem of fitting a model of the type defined by equation (D.5) to an actual population consists of identifying values of the parameters $\theta, a_{0}$ and $\gamma$ that adequately reflect the experience of the population in question. Approximate values for these parameters may be estimated from the knowledge of the proportions single classified by age. Normally, the proportion single in age group 50-54 may be considered an estimate of $U(\omega)$, the proportion who never marry. Therefore, the proportion who will eventually marry, $\theta$, may be estimated by:

$$
\begin{equation*}
\theta=1-U(\omega) \tag{D.7}
\end{equation*}
$$

Furthermore, it is known that the mean of the fitted first-marriage schedule is $a_{0}+11.37 \gamma$. This mean, also known as the "singulate mean age of marriage", SMAM, can be estimated from the proportions single classified by age by a simple procedure first proposed by Hajnal ${ }^{23}$ and described in detail in annex I. Since

$$
\begin{equation*}
S M A M=a_{0}+11.37 \gamma \tag{D.8}
\end{equation*}
$$

then

$$
\begin{equation*}
\gamma=\left(S M A M-a_{0}\right) / 11.37 \tag{D.9}
\end{equation*}
$$

so that if both SMAM and $a_{0}$ are known, $\gamma$ can be easily estimated. The estimation of $a_{0}$ is usually carried out in a very rough way. It is assumed that marriages in most developing countries begin early; and unless there is evidence to the contrary, $a_{0}$ is selected to be 13 or 14 years. Values of 12 or 15 may also be used. The exact value of $a_{0}$ is generally not crucial. Equation (D.9) can then be

[^23]used to estimate $\gamma$. Once valued for $\theta, a_{0}$ and $\gamma$ have been estimated, Coale ${ }^{24}$ provides tables that make the calculation of first-marriage frequencies and of the proportion ever married by age a simple matter.
To conclude, it may be mentioned that although, strictly speaking, model (D.5) only describes the firstmarriage experience of a cohort, in practice, the proportions of women who have ever been married observed during a given period may also be closely approximated by this model, particularly if marriage patterns have remained constant, but also, and more surprisingly, in cases where marriage patterns have been changing.

## E. Fertility models

## 1. Coale and Trussell model

Louis Henry ${ }^{25}$ discovered that in populations where there is little or no voluntary control of fertility the age pattern of fertility within marriage is approximately constant. According to Henry, voluntary control is any behaviour affecting fertility that is modified as parity increases. He called "natural fertility", $h(x)$, the fertility observed in the absence of control and was able to infer its general pattern from the study of several populations where voluntary fertility control was presumed absent. In these populations, the level of natural fertifity varied, but its age pattern remained the same. Henry attributed level variations between populations to differences in overall health, the practice of breast-feeding and any other physical or social factors that might affect the marital fertility experience of women irrespective of their parity.

In 1974, Coale and Trussell ${ }^{26}$ proposed a model that, by generalizing the pattern of natural fertility, was able to represent the fertility experience of populations where voluntary fertility control was exercised. This model is based on the following assumption: marital fertility either follows natural fertility (if deliberate birth control is not practised); or it departs from natural fertility in a way that increases with age according to a typical pattern. Therefore, if one denotes by $\phi(x)$ marital fertility at age $x$ and by $h(x)$ natural fertility at the same age, in a population where fertility is controlled voluntarily,

$$
\begin{equation*}
\phi(x)=M h(x) \delta(x) \tag{E.1}
\end{equation*}
$$

where $M$ is a parameter indicating the level of natural fertility that the population would experience in the absence of all voluntary control and $\delta(x)$ is a function of age indicating the typical pattern of departure from natural fertility when voluntary control is exercised.

By examining the function $\delta(x)$ calculated for several

[^24]populations, Coale and Trussel1 ${ }^{27}$ found that it could be represented by
\[

$$
\begin{equation*}
\delta(x)=\exp (m \nu(x)) \tag{E.2}
\end{equation*}
$$

\]

where the function of $g(x)$ was very nearly the same for different populations and the parameter $m$ changed from population to population. They interpreted these results as meaning that $p(x)$ represents the typical pattern of deviation from natural fertility when deliberate birth control is practised, while $m$ measures the degree to which this control is practised. The final model of marital fertility arrived at is appealing both mathematically and theoretically. It can easily be derived from equations (E.1) and (E.2) and has the form

$$
\begin{equation*}
\phi(i)=M h(i) \exp (m \nu(i)) \tag{E.3}
\end{equation*}
$$

where the index $i$ is used in place of age $x$ to indicate that, in general, only data referring to five-year age groups are used. Values of the two functions $h(i)$ and $r(i)$ have been estimated, and are shown in table 3.

Table 3. Standard patiern of natural fertility and of deviatBons from natural fertility, by age oroup, for the Coale and Trussell fertility model

| Age | $f_{j n d x}$ <br> (2) | $\begin{aligned} & \text { Nenarst } \\ & \text { ferolisisy } \\ & \text { (i) } \\ & \text { (3) } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: |
| 15-19... | 1 | 0.411 | 0.000 |
| 20-24............. | 2 | 0.460 | 0.000 |
| 25-29............ | 3 | 0.431 | -0.279 |
| 30-34 ............ | 4 | 0.395 | -0.667 |
| 35-39 ............. | 5 | 0.322 | - 1.042 |
| 40-44 ............. | 6 | 0.167 | -1.414 |
| 45-49 ............. | 7 | 0.024 | -1.671 |

Therefore, this model can be fitted to any population whose marital fertility rates are known by just identifying the values of the parameters $M$ and $m$. Coale and Trussel ${ }^{28}$ suggest two possible ways of estimating $M$ and $m$. According to the first and simplest procedure,

$$
\begin{equation*}
M=\phi(\mathbf{2}) / h(\mathbf{2}) \tag{E.4}
\end{equation*}
$$

and

$$
\begin{equation*}
m=0.2 \sum_{i=3}^{7} \ln [\phi(i) / M h(i)] / \gamma(i) . \tag{E.5}
\end{equation*}
$$

That is, the level of marital fertility $M$ is defined by the relation between the observed marital and natural fertility rates at ages $20-24$, at which ages voluntary control of fertility is deemed to have no effect on pattern; while $m$ is just the mean of the $m(i)$ values that can be estimated directly from the observed $\phi(i)$ once $M$ is known.

[^25]The second approach makes use of the following reexpression of ( E .3 ):

$$
\begin{equation*}
\ln (\phi(i) / h(i))=\ln (M)+m p(i) \tag{E.6}
\end{equation*}
$$

which clearly shows that the quantities $\ln (\phi(i) / h(i))$ and $p(i)$ are linearly related. Therefore, $\ln (M)$ and $m$ can be estimated by identifying the line that best fits the observed $[\ln (\phi(i) / h(i)), \nu(i)]$ points. Coale and Trussell ${ }^{29}$ recommend the use of the least-squares method to fit this line and suggest that only the points corresponding to age groups from 20-24 to 40-44 ( $i$ ranging from 2 to 6) should be considered.

Note that the values of the standard function $\nu(i)$ indicating the pattern of deviations from natural fertility (cf. table 3) are all either negative or zero. Furthermore, the absolute value of $\eta(i)$ increases as age increases. Therefore, a positive value of $m$ indicates that in the population being studied marital fertility falls increasingly short of natural fertility as age increases (see figure 8). A negative value of $m$ would indicate, on the contrary, that marital fertility is increasingly higher than natural fertility as age advances. If $m=0$, natural fertility and the marital fertility under observation follow the same pattern.

Figure 8. Coale and Trussell fertility schedules: combinations of early marriage and varions descres of fertility control; and late marriage with the same degrees of fertility control


Model (E.3) can be used not only to investigate the pattern of marital fertility that a population experiences but to generate model marital fertility schedules that can be very useful for simulation purposes. Yet, since in

[^26]many instances the function of interest is not marital fertility but overall fertility, the marital fertility model (E.3) may be combined with the nuptiality model described earlier (in section D) so that age-specific fertility, $f(x)$, can be obtained as
\[

$$
\begin{equation*}
f(x)=G(x) \phi(x) \tag{E.7}
\end{equation*}
$$

\]

where $G(x)$ is the proportion married by age $x$ defined by equations (D.5) and (D.6).

Model (E.7) is a five-parameter model of overall fertility. Its parameters are: $\boldsymbol{\theta}$, the ultimate proportion that ever marries; $a_{0}$, the age at which marriage begins; $\gamma$, the pace at which marriage takes place; $M$, the overall level of marital fertility; and $m$, the degree of departure from natural fertility. Since $\boldsymbol{\theta}$ and $\boldsymbol{M}$ appear only as constant multipliers in $G(x)$ and $\gamma(x)$, respectively, they determine the level of $f(x)$ and not its shape. The latter aspect is influenced only by the values of the three other parameters present. Coale and Trussell ${ }^{30}$ constructed a set of model patterns of age-specific fertility $f(x)$ by evaluating equation (E.7) for different values of $a_{0,}, \gamma$ and $\boldsymbol{m}$. The model fertility schedules generated in this way fit a wide range of observed fertility experience and permit the investigation of extreme patterns which have never or only rarely been accurately measured in practice.

## 2. Brass relational Gompertz fertility model

Brass ${ }^{31}$ has sought to reduce the number of parameters determining the shape of age-specific fertility from the three required by the Coale-Trussell models to two by postulating, once more, a relational scheme between a "standard" fertility schedule and any other schedule. Specifically, denoting by $F(x)$ cumulated fertility up to age $x$ and by $T F$ total fertility, the ratio $F(x) / T F$, the proportion of total fertility experienced up to age $x$, is assumed to follow a Gompertz distribution function, whose form is

$$
\begin{equation*}
F(x) / T F=\exp (A \exp (B x)) \tag{E.8}
\end{equation*}
$$

where $A$ and $B$ are constants, $A<0$. This expression can be reduced to a linear function of $x$ by taking logarithms ( $\mathbf{l n}$ ) twice. The two steps necessary to carry out this transformation are

$$
\begin{equation*}
\ln (F(x) / T F)=A \exp (B x) \tag{E.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln (-\ln (F(x) / T F))=\ln (-A)+B x . \tag{E.10}
\end{equation*}
$$

A minus sign must be introduced when transforming equation ( E .9 ) into ( E .10 ) because the quantity $F(x) / T F$ is smaller than one; bence, $\ln (F(x) / T F)$ is negative and

[^27]the logarithm of a negative number is not defined. To simplify notation, one may denote the $\ln (-\ln (F(x) / T F))$ transformation of $F(x)$ by $\boldsymbol{\eta}(F(x))$. Then equation (E.10) becomes
\[

$$
\begin{equation*}
\eta(F(x))=\ln (-A)+B x . \tag{E.11}
\end{equation*}
$$

\]

This model, in which $p(F(x))$ is linear function of age, approximates the observed $F(x) / T F$ ratios fairly well over the central ages of childbearing, but its fit deteriorates at the extremes. Brass discovered that a better fit can be obtained by substituting for the age variable $x$ a function of $x$ that can be interpreted as an $\eta$ transformation of a specific, standard fertility schedule. According to this finding, the relation expressed in equation (E.11) can be transformed into

$$
\begin{equation*}
\eta(F(x))=\alpha+\beta \eta\left(F_{s}(x)\right) \tag{E.12}
\end{equation*}
$$

That is, the $\eta$ transformation of the observed fertility schedule is a linear function of the $\boldsymbol{\eta}$ transformation of the standard. The parallel with the Brass logit life-table system is obvious; in both cases, a transformation that tends to linearize the distribution under consideration is used to relate any observed schedule to a standard pattern by the use of two constants. In the case of model life tables, the two parameters can be interpreted as determining the general level of mortality and the relationship between mortality early in life and that late in life. In the case of the relational fertility model, $\alpha$ in equation (E.12) can be taken as determining the age location of the fertility schedule or, more specifically, the age by which half of the total childbearing has occurred, while $\beta$ may be interpreted as determining the spread or degree of concentration of the schedule. (To see the effects that changes in $\alpha$ and $\beta$ have on the shape of fertility schedules, refer to figures 9 and 10.)

Figure 9. Fertility schedules generated through the Gompertz reiational model with $\beta=1.0$


Brass derived an appropriate standard from the Coale-Trussell model schedules. Values of its $\eta$ transformation for each age within the childbearing

Figure t0. Fertility schedules generated through the Gompertz relational model with $\boldsymbol{\alpha}=\mathbf{0 . 0}$

span are shown in table 4. The Brass model is definitely easier to use than the one developed by Coale and Trussell. and may prove very useful for simulation and projection purposes. However, its development is still fairly recent and experience with its use is limited.

Table 4. Values of the $\boldsymbol{y}$ transformation of a


| $\begin{aligned} & 10 \\ & i= \\ & i \\ & \hline \end{aligned}$ |  | $\begin{gathered} 180 \\ \text { (3) } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Thenyonneriow } \\ \text { (fx) } \\ \hline \text { (i) } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 11. | 3.18852 | 31. | -0.84272 |
| 12............ | 2.70008 | 32............ | -0.99014 |
| 13............ | 2.37295 | 33............ | - 1.14407 |
| 14............ | 2.07262 | 34............ | $-1.30627$ |
| 15............ | 1.77306 | 35............ | -1.47872 |
| 16............ | 1.49286 | 36............ | - 1.66426 |
| 17............ | 1.25061 | 37............. | -1.86597 |
| 18............ | 1.04479 | 38............ | -2.08894 |
| 19............ | 0.85927 | 39............ | -2.33192 |
| 20............ | 0.69130 | 40............ | -2.62602 |
| 21............ | 0.53325 | 41............ | -2.95500 |
| 22............ | 0.38524 | 42............ | -3.32873 |
| 23........... | 0.24423 | 43........... | -3.75984 |
| 24............ | 0.10783 | 44............ | -4.25499 |
| 25............ | -0.02564 | 45............ | -4.80970 |
| 26............ | -0.15853 | 46............ | -5.41311 |
| 27............ | -0.29147 | 47............ | -6.12864 |
| 28............ | -0.42515 | 48............ | -7.07022 |
| 29............. | -0.56101 | 49............ | -8.64839 |
| 30........... | -0.70000 |  |  |
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## Chapter II

## ESTIMATION OF FERTILITY BASED ON INFORMATION ABOUT CHILDREN EVER BORN

## A. BACK GROUND OF METHODS

## 1. Nature of information on children ever born

This chapter describes methods of fertility estimation based on data about children ever born. The number of childsen ever born to a particular woman is an aggregate measure of her lifetime fertility experience up to the moment at which the data are collected. This number conveys no information about timing, whether on a personal scale, such as age or duration of marriage, or on an external scale, such as calendar years. When women are grouped according to some other variable, such as age or duration of marriage, the average number of children ever bome by the group, also known as their average parity, can be computed by dividing the total number of children bome by the women in the group by the total number of women in the group. The result is a measure of the average lifetime fertility experience of the survivors of a birth or marriage cohort, but as before it conveys no information about the timing of the births. When average-parity data are used for analytical purposes, additional information about timing, either personal or external, is introduced from other sources or inferred from additional assumptions. Strictly speaking, the average parities refer to the survivors of particular cohorts, though it is generally assumed that the distortion introduced by female mortality may be disregarded.

The foregoing general account gives some indication of the strengths and weaknesses of data on children ever born. Their main strength is that no dating is involved, so that the data cannot be distorted by dating errors. This strength is also, of course, a weakness, as by themselves the data refer to no clearly defined time period, providing no information about age patterns or time trends of fertility. Another weakness is that the information must generally be collected in the form of numbers, which may be subject to relatively greater errors than is information derived from questions with a simple "yes" of "no" response.

The simplest way of collecting information on children ever born is by the question "How many children have you ever borne alive?', the expected answer being a number. Note that this question concerns only children born alive, excluding stillbirths and other foetal deaths. It is important to adhere to this definition because all the methods of analysis currently available are based strictly on live births, and because it is likely that the completeness of reporting of stillbirths may vary widely from one society to another. The simple question quoted above has been extensively used, but examina-
tion of the results it yields suggests that children are sometimes omitted, particularly by women aged 35 and over. Children who have lef home or who have died are particularly likely to be omitted, so that questions focusing on these two groups may be expected to produce better results (practice seems to support this expectation, although it is difficult to disentangle the effects of improved education and improved phrasings of the basic question). It is therefore recommended that when the time allotted to each interview and the questionnaire space permit, the basic question be broken down into three parts, becoming "Of the children you have ever borne alive, how many: 1. Are still living at home with you?; 2. Are still living, but elsewhere, in some other household?; 3. Have died?". This form of the basic question has the advantage of providing the additional information necessary for the estimation of child mortality (see chapter III). A further refinement is to collect information on children ever born classified by sex, asking the three questions presented above for children of each sex. Data classified by sex provide a basis for the estimation of child mortality by sex and prove useful in the assessment of data quality.

It is also necessary to decide from which women the information should be collected. In general, the best procedure is to put the necessary questions to all women over the age of 15 , regardless of their marital status. In some societies, however, it is culturally impossible to ask women who have never been married whether they have had any children; and in these cases, the questions can only be put to women who have been married at leas! once (ever-married women). It is important to recognize, however, that in this case the value of the information collected will vary inversely with the incidence of premarital fertility.

Data on children ever born are generally tabulated by five-year age groups of women, or by five-year duration of marriage groups if the necessary data are available. A simple tabulation of number of women, number of children ever born, and average parity for each group should be supplemented by a tabulation of women classified by both age or duration group and by the number of children ever born ( $0,1,2 \ldots 10,11+$, not stated). When data by sex are available, all these tabulations should be repeated by sex of children.

A special form of data on children ever born is collected by inquiries about fertility histories or pregnancy histories which obtain information about the date of occurrence of each birth or about the termination of each pregnancy, and often inquire as well about the sub-
sequent fate of the child, recording the date of death when appropriate. The collection of a fertility history is time-consuming and hence fairly expensive, so that it bas been limited in practice to relatively small-scale sample surveys. It is clear that this form of collection of data on children ever born also provides information about the timing of fertility, but at the cost of recording specific dates which are more likely to be subject to егтог.
A thorough analysis of the data gathered by fertility histories often requires fairly detailed tabulations of the data and access to them in machine-readable form. Thanks to the vast effort undertaken by the World Fertility Survey, the availability of both fertility-history data and methods designed specifically to analyse them has been greatly enhanced. Because the detailed description of these methods is beyond the scope of this Mamual, the reader is referred to the series of publications issued as part of the World Fertility Survey. Of special interest is the collection of scientific reports which present detailed examples of the analysis and evaluation of data on fertility histories. Some of these analyses are cited in this chapter and others are listed at the end of the chapter.

## 2. Typical errors in data on children ever born

Average parities for groups of women calculated from data on children ever born can be distorted either by errors in the number of children reported or by errors in the classification of women in particular groups.

The most important error in the number of children reported is due to omission. Women tend to omit some of their live-born children, particularly those living in other households and those who have died, with the result that the proportion omitted tends to increase with age of mother. The symptoms of such omission are average parities that fail to increase rapidly enough as age increases; and, in some cases, average parities for women aged $40-44$ and $45-49$ may actually fall below that for women aged 35-39 even when there is no reason to suppose that fertility has been rising. Similar biases may be observed for duration-of-marriage groups 15-19 and higher. The effects of omission, if limited to women over 35, are not very serious because most methods of analysis make little use of the data referring to these women. However, in order to minimize omission at younger ages (under 35), it is advisable to stress at the data-collection stage the importance of obtaining accurate information from all women, regardless of age.
Another error in the reported children ever born arises from the inclusion of stillbirths or late foetal deaths among live-born children. The possible upward effect of this error on average parity is small, but stress should be laid during the data-collection process on including only live-born children. (A live-born child is generally defined as one who cries after birth.)

A third error affecting the recorded number of children ever born is introduced when the parity of a sizeable proportion of women is not recorded, that is, when there is a non-trivial proportion of women whose parity is not stated. If these women have in fact borne some
children, their inclusion in the denominator of average parity, but the exclusion of their children from the numerator, will bias average parity downward. If it can be assumed that the women who provided information are representative, in parity terms, of those who did not, an unbiased estimate of average parity can be obtained by dividing the reported number of children by the number of women reporting. However, in many surveys there seems to be a disproportionate tendency for childless women to be tabulated as "not stated". A plausible explanation for this tendency has been suggested by ElBadry, ${ }^{1}$ who argues that interviewers tend to leave blank the space for recording children ever born in cases where the true number is zero; at the coding stage, such blanks are interpreted as non-response, thus causing a net transfer of women from the zero category to the non-stated category. In such circumstances, average parity would be inflated if women tabulated as "not stated" were subtracted from the denominator. El-Badry also proposed a method by which the true incidence of non-response may be estimated by considering the relationship between the proportion of women with no children and the proportion of women whose parity was not stated; his method of adjustment is fully described in annex II. Its use is recommended when the relationship mentioned is linear in nature; otherwise, it is recommended that women whose parity is not stated should be included in the denominator when calculating average parities.
Misclassification errors arise from misreporting the age or duration of marriage of the women considered. When grouped data are used, errors arise only in so far as a woman is transferred from one group to another. The effects of such errors are complex, but certain principles can be outlined. Random errors in reporting age or duration are likely to have a slight equalizing effect on average parities, since a transfer upward that probably reduces the average parity of the higher group is likely to be matched by a transfer downward that probably increases the average parity of the lower group. However, the overall effect is expected to be small, since the misclassified women are likely to be close to the boundary of adjacent groups, with those transferred upward having parities above the average and those transferred downward having parities below the average for women of their true ages.
In contrast, a systematic transfer upward, in age or duration terms, is likely to reduce average parities for all groups, with the effect declining as age or duration increases, until it disappears in the age or duration group into which only women of completed fertility are shiffed. Similarly, a systematic transfer downward will increase average parities, the effect again declining as age or duration increases, until it disappears for that age or duration group containing the point at which all childbearing has ceased. A systematic tendency to shift

[^28]age or duration upward until reaching some boundary, followed thereafter by a tendency to shift downward, concentrates respondents in a central group at the expense of the exiremes and may result in relatively low average parities for groups below the boundary, an approximately correct average parity for the group that contains the boundary and relatively high average parities for the groups that lie above the boundary. In this case, groups lying above the upper limit of childbearing would exhibit correct average parities if age misstatement were the only reporting problem.

Because marriage is a more recent and more personally memorable event than one's own birth, it would seem that data classified by duration of marriage might be less distorted by dating errors than data classified by age, if duration is measured from a reported date of marriage. However, such data suffer from possible ambiguity about the date of marriage. The analyst is interested in the length of time since sexual relations began; but in some societies the onset of intercourse may predate formal marriage, and in others it may not occur immediately upon formal marriage. Further confusion exists in the case of remarriages, since the date reported may be that of the second or most recent marriage. This problem may be minimized by asking a question that refers specifically to the first marriage. Hence, it is important that interviewers and survey planners be aware of the conceptual problems related to this topic in order to devise the best data-gathering mechanisms to capture the information required.

It is generally assumed, when analysing data on children ever born, that the effects of mortality among women are negligible. The issue is important if one is comparing the average parity of a cohort at two different times, since the normal assumption is that the change in average parity between the two points is accounted for entirely by fertility in the intervening period. Ignoring mortality effects, one thus assumes that those members of the cohort who did not survive the period experienced similar fertility levels up to the time of their deaths as did the survivors, an assumption that is not likely to hold strictly in practice. It is not clear, however, in what direction the effects of mortality on average parity would be: if high-parity women experience aboveaverage mortality risks, then the average parity reported by older women will underestimate the true level of cohort fertility; on the other hand, in developed countries, unmarried women experience higher mortality than married women, suggesting that low-parity women may be subject to higher mortality risks, in which case reported average parity will overestimate cohort fertility. However, the effects of mortality on average parity are likely to be very small, since in most countries today the mortality risks experienced by women in their childbearing years are fairly low.

Migration poses a problem similar to that introduced by mortality, though potentially more serious, particularly at the subnational level. Average parities for particular areas may be distorted by the migration of women not typical of the area, and changes between two points
in time niay also be distorted by migration. Thus, for example, the average parity for a city experiencing an influx of migrants may be inflated by the arrival of high-parity rural women. The problem arises, of course, from the timeless nature of the data on average parity, compounded, in this case, by a lack of information on place of previous residence. There is no way to resolve this problem other than by using areas that are not much affected by net migration or by resorting to other types of data. It would seem attractive to tabulate women by birthplace and children ever born by birthplace of mother, and to limit analysis to women born in the area being considered; but the estimates obtained would still not necessarily represent fertility in the area considered because immigrants may bring with them not only high historical fertility-and hence above-average paritybut above-average current fertility. Furthermore, if fertility behaviour is affected by place of residence, fertility estimates derived from data classified by place of birth would not represent adequately the current regional fertility differentials that are of greatest interest.

## 3. Organization of this chapter

All the estimation methods presented in this chapter have one characteristic in common: they use data on children ever bom. However, the methods can be separated into categories according to the exact type of data they require (whether classified by age or by duration of marriage, for example). Sections B-D present the available methods divided into these categories. To aid the user in selecting the method best suited for a particular application, brief descriptions of each section are given below:

Section B. Methods of the Brass type based on comparison of cumulated age-specific fertility rates with reported average parities. This section presents several methods based on the idea, first proposed by Brass, ${ }^{2}$ of comparing reported average parities with those estimated from period age-specific fertility rates. Their main characteristic, therefore, is that they require the availability of at least two types of information on fertility: children ever born for at least one point in time; and age-specific fertility rates referring to some period of interest. Variations of the basic method arise because of variations in the assumptions underlying it or because of the greater or lesser availability of data. In general, the methods presented in section $B$ are ordered on the basis of their data requirements, that is, those presented earlier usually require less information than those presented later. Table 5 lists the data requirements of each method. It should be noted that all methods described in this section use data classified by age;

Section C. Estimation of age-specific fertility from the increments of cohort parities between two surveys. The method presented in section $C$ is based exclusively on data on children ever born. Independently calculated
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## B.2. $P / F$ ratio method based on data about all children

B.3. $P_{1} / F_{1}$ ratio method: first births
B.4. $P / F$ ratio method for a hypothetical intersurvey cohort
B.5. $P / F$ ratio method for true cohorts
B.6. P/F ratio method for bypothetical intercensal cohorts using registered births
C.2. Use of parity increments
D.2. Estimation of a natural fertility level

Children ever born classified by fiveyeat age group of mother
Births in a year classified by five-year age group of mother
Women by five-year age group Total population
Women with at least one child classified by five-year age group
First biths in a year by five-year age group of mother
Women classified by five-year age group
Chitdren ever bom classified by fiveyear age group of mother from two surveys or censuses five or 10 years apart
Births in the year preceding each survey or census classified by five-year age group of mother or, failing that, an estimate of intersurvey agespecific fertility rates (from vital registration data, for example)
The number of women enumerated by each survey or census, classified by five-year age group
Children ever bom classified by fiveyear age group of mother from a census
Births registered during each of the 15 or 20 years preceding the census. classified by five-year age group of mother
Women classified by five-year age group enumerated by the census gathering information on children ever born and by censuses taken during the 15 or 20 years preceding it

Children ever born classified by fiveyear age group of mother from two censuses five or 10 years apart
Births registered during each of the years of the intercensal period, classified by five-year age group of mother
Women classified by five-year age group from the two censuses
The total population according to each census

Children ever born classified by fiveyear age group of mother, from two surveys or censuses five or 10 years apart
Women classified by five-year age group from the two surveys or censuses

Children ever born classified by fiveyear duration of marriage group of mother
Ever-married women classified by five-year duration of marriage group
Total female population classified by five-year age group and by marital status (single, married. widowed and divorced)
First age at which a significant number of marriages occurs
The total population

Adjusted age-specific ferility rates
Adjusted otal fertility
Adjusted birth rate

Adjusted first-birth age-specific fertility rates
Adjusted overall proportion of mothers

Adjusted intersurvey rentility schedule
Adjusted intersurvey total fertility

Estimales of completeness of birth registration
Adjusted age-specific fertility rates for some period preceding the census
Adjusted total fertility for the same period
Adjusted birth rates for the same period

An eslimate of the completeness of birth registration
Adjusted intercensal agespecific fertility rates
Adjusted intercensal total fertility
Adjusted intercensal birth rate

Intersurvey age-specific fertility rates
Intersurvey total fertility

Adjusted marital age-specific fertility rates
Adjusted age-specific reritity rates
Adjusted total fertility
Adjusted birth rate

TABLE 5 fommand

| Srason | Sunction ondmened | Jpeofimenume | Emmanpmemen |
| :---: | :---: | :---: | :---: |
| D. Estimation of fertility from information on children ever born classified by duration of matriage (continued) | D.3. $P / F$ ratio method for data by duration of marriage | Children ever born classified by fiveyear duration of marriage group of mother <br> Births in a year classified by five-year duration of mariage group <br> Ever-married women classified by five-year duration of mariage group <br> The total population | Adjusted duration-specific fertility rates <br> Adjusted marital total fertility Adjusted birth rate |

age-specific fertility rates are not necessary. All input data need to be classified by age;

Section D. Estimation of fertility from information on children ever born classified by duration of marriage. When data on children ever born classified by the duration of the mother's marniage are available, two methods of fertility estimation can be used. The simplest method requires only the data on children ever born; a more elaborate method permits a comparison of the Brass type between parity information and parity equivalent measures derived from a duration-specific fertility schedule. The latter method requires, therefore, information both on children ever born and on the number of births in a given year classified by mother's duration of marriage (see table 5).
B. Methods of the brass type based on comparISON OF PERIOD FERTILITY RATES WITH REPORTED aVERAGE PARITIES

## 1. General description of methods of the Brass type

The total number of children ever borne by a group of women of a given age is a record of their total childbearing experience from the beginning of their reproductive life to their current age. The average number of children ever born, obtained by dividing the number of reported children by the number of women, is therefore a measure of the fertility experience of the cohort of women, though it is a measure of the level of fertility only, containing no information about its timing. If it is assumed that the fertility experience of those women who die is the same up to the age at death as that of those who survive, the average number of children born provides a mortality-free measure of cohort fertility.

A similar period measure may be obtained from agespecific fertility rates. If such rates are cumulated upward from the age at which childbearing begins, taking due account of the width of the age interval for which the rates are specific, the results obtained can be interpreted as the average number of children that would have been borne by women experiencing those fertility rates from the beginning of childbearing to the upper age boundary of the highest age group included in the cumulation.
The availability of information about both lifetime fertility, from a survey question about number of children ever born, and current fertility, from a survey question about births in the past year or date of the most recent birth, or from vital registration data, makes possible a powerful consistency check, whereby current fertility rates can be cumulated and compared with average
parity. Such a comparison clearly uses both cohort rates and period rates, but it is valuable even if the two are not expected to be consistent because of changing fertility.

This comparison of lifetime with current fertility data can also provide a method of adjustment for cases where the data are distorted by typical errors. Information on children ever born is frequently distorted by omission, but this omission, perhaps of long-dead children or of those who have left the parental home, is most marked for older women; the reports of younger women, up to age 30 or 35, may be fairly reliable. Information on current fertility from a question on births occurring during the 12 months preceding a survey may be distorted by a misperception of the length of the reference period, so that the reported births correspond to an ill-defined period whose average length may be either shorter or longer than a year. If information on current fertility comes from a vital registration system, the level of the reported fertility rates may be distorted by general omission. If these errors in the information on current fertility may be assumed to be roughly constant with respect to age (an assumption that is particularly appropriate in the case of reference-period error), the age pattern of observed current fertility can be accepted as correct although its level may be distorted.

Cumulated current fertility may be compared with the reported lifetime fertility of women younger than 30 or 35 in order to obtain an adjustment factor for the level of the current fertility rates, which, once adjusted for level, provide a better estimate of actual current fertility. In order for this adjustment to be valid, it must be assumed that the fertility of younger women has not changed appreciably, for if it had changed, their lifetime fertility could not be expected to be consistent with cumulated current fertility rates. Furthermore, when dealing with data classified by five-year age group, cumulated current fertility rates provide an estimate of the average number of children ever borne by women who have reached the end of each age group, whereas parity data provide an estimate of the average number borne by women whose ages vary over the range of the age group. Therefore, a process of interpolation is required to ensure that the figures cover a comparable age range.
The essence of the Brass ${ }^{3}$ fertility estimation procedure is the adjustment of the age pattern of fertility derived from information on recent births by the level of fertility implied by the average parity of women in age

[^30]groups 20-24, 25-29, and perhaps 30-34. Several extensions of the original procedure have been proposed. First, if the reasoning outlined above may be applied to all births, it may also be applied to births of any particular birth order; and cumulated birth-order-specific fertility rates should be comparable with the proportions of women reporting at least that many children ever born. Such a comparison may be particularly revealing in the case of first births. Secondly, if data on children ever born are available from two surveys five or 10 years apart, and average fertility rates may be calculated for the same period, the assumption of constant fertility in the recent past can be relaxed, because average parity for a hypothetical intersurvey cohort can be constructed and compared with parity equivalents derived from intersurvey fertility rates. Lastly, the assumption of constant fertility may be relaxed if information on fertility rates during the past 15 or 20 years is available from a vital registration system or some other data source. The observed fertility rates for a series of true cohorts can be cumulated through the recent past for comparison with the average parities reported by women in successive age groups at the end-point. These useful extensions of the Brass method are described and illustrated below, following the description of the original technique. First, however, some general points that apply to all the versions discussed are considered.
Reported fertility rates are used to estimate the average cumulated fertility or parity equivalent, $F$, thai women in each age interval would have if they had been subject throughout their lives to the reported rates. Two problems arise, however, in obtaining a value of $F$ that is comparable to the average parity, $P$, reported by women of each age group. First, because fertility data are ordinarily tabulated by five-year age group, cumulating the reported age-specific fertility rates and multiplying by five yields estimates of the parity or cumulated fertility that women experiencing those rates would achieve by the end of each five-year age group (that is, by exact ages $20,25,30 \mathrm{etc}$. when conventional five-year age groups are used). These estimates are not comparable with the average parities calculated from data on children ever born, because the latter values represent the mixed experience of women of different exact ages. Hence, some procedure is required for estimating the average cumulated fertility or parity within each age group from knowledge of the values that the cumulated fertility schedule takes at the end-points of the age groups considered. Secondly, when the current fertility schedule is obtained from a survey question on births during the $\mathbf{1 2}$ months preceding the survey or on date of the most recent birth, the births are generally tabulated by the mother's age at the time of the survey, not at the time of the birth. If one assumes that births in a given year are uniformly distributed in time, the women who had a birth in the 12 months preceding the survey were, on average, six months younger at the time of the birth than at the time of the interview. Therefore, the agespecific fertility rates that can be calculated from data on children born during the year before the survey classified by age of mother at the time of the survey
correspond to unorthodox age intervals whose limits are (14.5, 19.5), (19.5, 24.5), ..., (44.5, 49.5), rather than to the usual intervals with end-points $(15,20),(20,25), \ldots$, $(45,50)$. When the source of information on current fertility is a vital registration system, this second problem should not arise, since births are supposed to be recorded near the time of occurrence and therefore the reported age of mother is likely to be the age she had at the time of the birth. When registered births are used, however, late registrations should be excluded; otherwise, they might seriously distort the age pattern of fertility.
An interpolation procedure based on model fertility schedules has been devised to allow the estimation of parity equivalents ( $F$ ) for the usual five-year age groups of women from the cumulated fertility schedule. A similar procedure that takes into account the problem of age groups displaced by six months and produces the desired estimates of $F$ (parity equivalents) has also been developed. Hence, two variants of the procedure are available: one suited for use with fertility rates calculated from vital registration data, that is, with births tabulated by age of mother at delivery; and the other suited for use with fertility rates calculated from reported births for a 12 -month period tabulated by age of mother at the end of the period.

The Brass fertility estimation method and the variants presented in this chapter are best suited for estimating fertility in countries where massive systematic agemisreporting is not apparent. Its application to populations where age is poorly reported is likely to yield biased results. Fertility estimates obtained by applying the original method to populations where either marital fertility or age at marriage has been changing rapidly in the recent past may also be subject to bias, since it would no longer be valid to assume that the "historical" pattern of fertility implied by the reported average parities is equal to that embodied by the current fertility schedule. However, when a fertility decline is due mainly to effective use of contraception at relatively older ages, the method described here may still yield valid results if the adjustment factor is selected on the basis of information pertaining to the youngest age groups (20-24 is recommended).

## 2. The $P / F$ ratio method based on data about all children

## (a) Basis of method and its rationale

The original $P / F$ ratio method or Brass method seeks to adjust the level of observed age-specific fertility rates, which are assumed to represent the true age pattern of fertility, to agree with the level of fertility indicated by the average parities of women in age groups lower than ages 30 or 35 , which are assumed to be accurate. Measures of average parity equivalents, $F$, comparable to reported average parities, $P$, are obtained from period fertility rates by cumulation and interpolation (these measures are effectively averages of the cumulated fertility schedule over age groups). Ratios of average parities $(P)$ to the estimated parity equivalents $(F)$ are calculated age group by age group, and an average of
the ratios obtained for younger women is used as an adjustment factor by which all the observed period fertility rates are multiplied. Note that $P / F$ ratios are generally calculated for the entire age range from 15 to 49 , even though not all the ratios are used for adjustment purposes. This practice is recommended because the pattern of the ratios with age may reveal data errors or fertility trends. During successful application of this method, the age pattern of the period fertility rates is combined with the level implied by the average parities of younger women to derive a set of fertility rates that is generally more reliable than either of its constituent parts.

## (b) Data required

The following data are required for this method:
(a) The number of children ever born classified by five-year age group of mother;
(b) The number of children born during the year preceding the survey or census classified by five-year age group of mother, or the number of registered births in the year of the census, also classified by five-year age group of mother;
(c) The total number of women in each five-year age group (irrespective of marital status);
(d) The total population if the birth rate is to be estimated.

## (c) Computational procedure

Every function in this section is indexed by a variable ( $i$ or $j$ ) the values of which represent the age groups being considered. Table 6 summarizes the relationship between the index number and the age group.

TaRle 6. CORRESPONDENCE BETWEEN INDICES AND AGE GROUPS

|  | $\begin{aligned} & \text { Agerep } \\ & \text { (2) } \end{aligned}$ |
| :---: | :---: |
| 0. | 10-14 |
| I ................................................................................ | 15-19 |
| 2................................................................................ | 20-24 |
| 3 ............................................................................... | 25-29 |
| 4 ,............................................................................... | 30.34 |
| S................................................................................ | 35-39 |
| 6................................................................................ | 40-44 |
| 7............................................................................... | 45-49 |

The steps in the procedure are described below.
Step 1: calculation of reported average parities. The reported average parity of women in age group $i$ is denoted by $P(i)$. Its value is obtained by dividing the total number of children ever born to women in age group $i$ by the total number of women in that age group (whether married or single, fertile or not). See, however, the discussion in subsection A. 2 concerning the treatment of women whose parity is not stated and the use of the adjustment method proposed by El-Badry (see annex II).

Step 2: calculation of a preliminary fertility sihectule from information on births in the past year or from reg-
istered births. The fertility rate of women in age group $i$ is denoted by $f(i)$. This value is computed for each $i$ by dividing the number of births occurring to women in age group $i$ during the year preceding the interview by the total number of women (whether childless or not, ever married or not) in that age group. In the case of registered births, the births by age group recorded for a calendar year should be divided by an estimate of the mid-year female population of the age group (usually obtained from a census).

Step 3: calculation of cumulated fertility schedule for a period To calculate this schedule, denoted by $\phi(i)$, the fertility rates computed in step 2 are added, beginning with $f(1)$ (or with $f(0)$ if its value is not zero) and ending with $f(i)$. The value of this sum mutiplied by five is an estimate of cumulated fertility up to the upper limit of age group $i$. The formal definition of $\phi(i)$ is

$$
\begin{equation*}
\phi(i)=5\left(\sum_{j=0}^{i} f(j)\right] . \tag{B.1}
\end{equation*}
$$

Step 4: estimation of average parity equivalents for a period. Average parity equivalents, $F(i)$, are estimated by interpolation using the period fertility rates $f(i)$ and the cumulated fertility values $\phi(i)$ calculated in previous steps. Several procedures have been proposed for this interpolation. Brass ${ }^{4}$ uses a simple polynomial model of fertility to calculate the relationship between average parity and cumulated fertility for successive age groups for a range of age locations of the fertility model. Coale and Trussells propose fitting a second-degree polynomial to three consecutive values of $\phi(i)$ and estimating the average parity of women of an age group within the range by evaluating the integral of the polynomial; in an actual application, $F(i)$ is obtained as

$$
\begin{equation*}
F(i)=\phi(i-1)+a f(i)+b f(i+1) \tag{B.2}
\end{equation*}
$$

where $a$ and $b$ are constants whose values are shown in table 7 for $\mathrm{i}=1,2, \ldots, 6 . F(7)$ is obtained as

$$
\begin{equation*}
F(7)=\phi(6)+a^{*} f(6)+b^{*} f(7) \tag{B.3}
\end{equation*}
$$

and the values of $a^{*}$ and $b^{*}$ are also displayed in table 7. A somewhat more accurate procedure is based on the general principle underlying equation (B.2), but it allows the constants $a$ and $b$ to vary with $i$. The interpolation equation used is
$F(i)=\phi(i-1)+a(i) f(i)+b(i) f(i+1)+c(i) \phi(7)$.
Values of the parameters $a, b$ and $c$ were estimated by using least-squares regression to fit equation (B.4) to a large number of model cases constructed using the

[^31]Table 7. COEFFICIENTS POU INTERROLATION BETWEEN CUMULATED FERTULITY RATES TD ESTIMATE PARITY EQUIVALENTS

|  |  |  | Cometay |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 185 (b) ${ }^{\text {a }}$ | $\begin{aligned} & \text { neax } \\ & \mathbf{1} \\ & \text { (2) } \end{aligned}$ | ETmanow Ma | (1) | $\begin{aligned} & 64) \\ & 65 \end{aligned}$ | (6) |
| (a) Fertility rates calculated from births in a 12 -month period by age of mother at end of period | Ferility rates calculated from births in a 12 -month period by age of mother at end of period |  |  |  |  |
| 15-19-40-44 | 1-6 | B. 2 | 3.392 | -0.392 | - |
| 45-49 ......... | 7 | B. 3 | 0.392 | 2.608 | - |
| 15-19 .......... | ! | B. 4 | 2.531 | -0.188 | 0.0024 |
| 20-24 ......... | 2 | 8.4 | 3.321 | -0.754 | 0.0161 |
| 25-29 ......... | 3 | B. 4 | 3.265 | -0.627 | 0.0145 |
| 30-34......... | 4 | 8.4 | 3.442 | -0.563 | 0.0029 |
| 35-39......... | 5 | B. 4 | 3.518 | $-0.763$ | 0.0006 |
| 40-44 ......... | 6 | B. 4 | 3.862 | $-2.481$ | $-0.0001$ |
| 45-49 ......... | 7 | B. 4 | 3.828 | $0.016^{4}$ | -0.0002 |
| (b) Fertility nates calculased from birtis by age of mother at delivery |  |  |  |  |  |
| 15-19-40-44 | 1.6 | B. 2 | 2.917 | -0.417 | * |
| 45-49 ......... | 7 | B. 3 | 0.417 | 2.083 | - |
| 15.19......... | 1 | B. 4 | 2.147 | $-0.244$ | 0.0034 |
| 20-24......... | 2 | B. 4 | 2.838 | -0.738 | 0.0162 |
| 25-29 ......... | 3 | B. 4 | 2.760 | -0.594 | 0.0133 |
| 30-34......... | 4 | B. 4 | 2.949 | -0.566 | 0.0025 |
| 35-39 ......... | 5 | B. 4 | 3.029 | -0.823 | 0.0006 |
| 40-44......... | 6 | B. 4 | 3.419 | $-2.966$ | -0.0001 |
| 45-49......... | 7 | B. 4 | 3.535 | -0.007 ${ }^{\text {a }}$ | -0.0002 |

This coefficient should be applied to $f(i-1)$, not $f(i+1)$, that is, to $f(6)$ instead of $f(8)$.

Coale-Trussell ${ }^{6}$ fertility model. Note that an additional constant term, $c(i) \phi(7)$, is introduced in equation (B.4). This term is effectively an estimated coefficient, $c(i)$, weighted by the observed total fertility rate, $\phi$ (7). In theory, the inclusion of a constant term in equation (B.4) is unsatisfactory because, if $f(i)$ and $f(i+1)$ were zero, $F(i)$ should be identical to $\phi(i-1)$. In practice, however, such degenerate fertility schedules are not encountered; and the restrictions imposed by such theoretical considerations do not warrant the loss of flexibility they would imply in obtaining the best possible fit to the model data.
Table 7 shows the values of the coefficients required for the use of equation (B.4). The table is divided into two parts: the first part presents coefficients for use with fertility rates derived from births in the 12 months before a survey tabulated by age of mother at the time of the survey; and the second presents coefficients for use with fertility rates calculated from births classified by age of mother at the time of delivery.
Step S: calculation of a fertility schedule for conventional five-year age groups. When age-specific fertility rates have been calculated from births in a 12 -month period classified by age of mother at the end of the period, they are specific for unorthodox age groups that are shifted by six months. A fertility schedule for conventional five-year age groups, $f^{+}(i)$, can be estimated by weighting the rates refering to unorthodox age groups according to equations (B.5) and (B.6), and using the coefficients displayed in table 8. Note that when fertility rates have been calculated from births classified by age

[^32]TALLE 8. CORFFICIENTS FOR CALCULATHON OF WESGHTING FACJORS TO ESTMMATE AGE-SEECIFXC FERTILITY MATES FOR CONVENTIONAL AOE GROUPS FROM AGE GROUPS SHIFTED EY SIX MONTHS

| $\begin{aligned} & A \xi^{2} \\ & i(I) \end{aligned}$ | $\begin{gathered} \text { finix } \\ \text { (i) } \\ \hline \end{gathered}$ | Cundicioy |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { xf } \\ & \text { (3) } \end{aligned}$ | 栜 | (8) ${ }^{\text {(i) }}$ |
| 15-19.................. | 1 | 0.031 | 2.287 | 0.114 |
| 20-24................. | 2 | 0.068 | 0.999 | -0.233 |
| 25-29.................. | 3 | 0.094 | 1.219 | -0.977 |
| 30-34.................. | 4 | 0.120 | 1.139 | -1.531 |
| 35-39 .................. | 5 | 0.162 | 1.739 | -3.592 |
| 40-44.................. | 6 | 0.270 | 3.454 | -21.497 |

of mother at the time of delivery, this step is not required:

$$
\begin{equation*}
f^{+}(i)=(1-w(i-1)) f(i)+w(i) f(i+1) \tag{B.5}
\end{equation*}
$$

where $f(i)$ and $f^{+}(i)$ are, respectively, the unadjusted and adjusted age-specific fertility rates; and the weighting factor, $w(i)$, is calculated as
$w(i)=x(i)+y(i) f(i) / \phi(7)+z(i) f(i+1) / \phi(7)$.
The values of $x(i), y(i)$ and $z(i)$ were obtained by fitting equation (B.6) by least-squares regression to the same model cases used in deriving the coefficients presented in table 7. No weighting factor is needed for $i=7$, as childbearing is assumed to cease after age 50; and $f^{+}(7)$ is therefore taken to be $(1-w(6)) f(7)$. Births reported to women under age 15 can be included among those reported by women aged 15-19.

Step 6: adjustment of period fertility schedule. With the quantities computed in steps 1-4, the ratios $P(i) / F(i)$ are calculated. Ideally, these ratios should be fairily simi-
lar for different values of $i$, although if children ever born are increasingly omitted by older women, the ratios will tend to decrease as age increases (especially over ages $\mathbf{3 0}$ or 35 ). In practice, however, they are often far from being constant, even below age 35 ; and one can be satisfied if $P(\mathbf{2}) / F(2)$ and $P(\mathbf{3}) / F(3)$ are reasonably consistent. If this is the case, either one of them can be used as an adjustment factor for the period fertility rates. If they are not very similar, a weighted average of the two can be used (using as weights the number of women in age groups $20-24$ and $25-29$ as a proportion of all women aged 20-29), as can a simple, unweighted average of them. However, if there is evidence suggesting that the population is experiencing a fertility decline affecting mainly women in the older age groups, the value of $P(2) / F(2)$ is recommended as an adjustment factor because it is less likely to be affected by the decline. In general, $P(1) / F(1)$ should be disregarded because of the intrinsic difficulty in estimating $F(1)$. and the $P / F$ ratios for age groups over 30 cannot be regarded as reliable due to the possible omission of children ever born. Naturally, the more consistent the set of ratios obtained, the more confidence one can have in the adjustment factor selected. Certain patterns of variation of the ratios with age may also reveal the types of problems present. For example, a recent decline in fertility tends to produce a sequence of $P / F$ ratios that increases with age.

Once an adjustment factor has been chosen (one may denote it by $K$ ), an adjusted fertility schedule is computed by multiplying the fertility rates for conventional age groups. $f^{f(i) \text {, if the rates were originally for age }}$ groups shifted by six months, but $f(i)$ if the rates were originally for conventional age groups, by $K$, to yield adjusted $f$ *(i) values:

$$
\begin{equation*}
f^{*}(i)=K f^{+}(i), \text { or } f^{*}(i)=K f(i) . \tag{B.7}
\end{equation*}
$$

Once all the $f^{*}(i)$ values are available, one may calculate total fertility, TF, which is defined as

$$
\begin{equation*}
T F=5\left\{\sum_{i=1}^{7} f^{*}(i)\right\} \tag{B.8}
\end{equation*}
$$

An estimate of the adjusted birth rate can be obtained by multiplying each of the adjusted fertility rates by the number of women in the relevant age group to estimate numbers of births, adding these results for all ages and then dividing their sum by the total population.

The calculation of these and other parameters is described in the following example.

## (d) A detailed example

Table 9 shows data on the number of children ever born and children born in the year preceding the survey for women who were interviewed during a demographic survey conducted in Bangladesh in 1974.

The steps of the calculation are given below.
Step I: calculation of reported average parities. Values

Table 9. Childaen ever born and aikths in the past yeak, EY AGE GROUP OF MOTHER, BANGLADESH, 1974

| $\begin{aligned} & \text { A } \\ & \hline 10 \end{aligned}$ | $\begin{aligned} & \mathrm{of}_{\text {mem }}^{\text {(2) }} \end{aligned}$ | $\begin{aligned} & \text { awnom } \\ & \text { (3) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { minder in } \\ & \text { max yow } \\ & \text { 4i } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| 15-19. | 3014706 | 1160919 | 320406 |
| 20-24 ................. | 2653155 | 4901382 | 609269 |
| 25-29 ................. | 2607009 | 9085852 | 561494 |
| 30.34 .................. | 2015663 | 9910256 | 367833 |
| 35-39................. | 1771680 | 10384001 | 237297 |
| 40-44.................. | 1479575 | 9164329 | 95357 |
| 45-49 .................. | 1135129 | 6905673 | 38125 |

of the reported average parities, $\boldsymbol{P}(i)$, are obtained by dividing the numbers listed in column (3) (children ever born) of table 9 by those appearing in column (2) (number of women). Results are given in table 10; shown below is the way in which $P(3)$ was obtained (it will be recalled that index 3 refers to age group 25-29):

$$
P(3)=(9,085,852 / 2,607,009)=3.485 .
$$

In the case of Bangladesh, data were available to apply the El-Badry correction for non-response. The estimated level of non-response was so low, however, as to be insignificant. The figures on number of women shown in column (2) of table 9 therefore include all women, even those for whom parity was not stated.

Tadle 10. Average paktites period fertieity rates and CUMULATED FERTLLTY, BY AOE GROUP OF MOTHEA, BANGLADESH, 1974

| $\begin{aligned} & A \% \\ & m \end{aligned}$ | $\begin{gathered} \text { index } \\ \text { (2) } \\ \hline \end{gathered}$ |  | $\begin{gathered} \text { Pwied } \\ \text { Anvility } \\ \text { now } \\ \text { f(i) } \\ \text { (I) } \end{gathered}$ | Cumared Anditay (3) (3) |
| :---: | :---: | :---: | :---: | :---: |
| 15-19....... | 1 | 0.385 | 0.1063 | 0.5315 |
| 20-24....... | 2 | 1.847 | 0.2296 | 1.6795 |
| 25-29....... | 3 | 3.485 | 0.2154 | 2.7565 |
| 30-34....... | 4 | 4.917 | 0.1825 | 3.6690 |
| 35-39 ........ | 5 | 5.861 | 0.1339 | 4.3385 |
| 40.44....... | 6 | 6.194 | 0.0644 | 4.6605 |
| 45-49....... | 7 | 6.084 | 0.0336 | 4.8285 |

Step 2: calculation of preliminary fertility schedule. The values of this schedule, denoted by $f(i)$, are computed by dividing the entries in column (4) (births in the past year) of table 9 by those in column (2) (number of women). The value of $f(3)$, for example, is calculated as

$$
f(3)=(561,494 / 2,607,009)=0.2154 .
$$

Other values of $f(i)$ are given in table 10.
Step 3: calculation of cumulated fertility schedule. The values of $\phi(i)$. the cumulated fertility schedule, are obtained by adding the values of $f(j)$. beginning with $j=1$ and ending with $j=i$, and then multiplying this sum by five (this number is used because five-year age groups are being considered). Final results are shown in column (5) of table 10. As an example. $\phi(4)$ is computed as

$$
\begin{aligned}
\phi(4) & =5(0.1063+0.2296+0.2154+0.1825 \\
& =5(0.7338)=3.6690 .
\end{aligned}
$$

Step 4: estimation of average parity equivalents for a period. Period fertility rates were calculated from births in the 12 months preceding the survey, tabulated by age of mother at the time of the survey; therefore, coefficients from part (a) of table 7 should be used to estimate the current average parity equivalents, $F(i)$. The computation of $F(1), F(4)$ and $F(7)$ is illustrated, using the values of $\phi(i)$ and $f(i)$ listed in table 10 (full results are shown in column (4) of table 11):

$$
\begin{aligned}
F(1)= & \phi(0)+a(1) f(1)+b(1) f(2)+c(1) \phi(7) \\
= & 0.0+(2.531)(0.1063)+(-0.188)(0.2296)+ \\
& (0.0024)(4.8285)=0.237 ; \\
F(4)= & \phi(3)+a(4) f(4)+b(4) f(5)+c(4) \phi(7) \\
= & 2.7565+(3.442)(0.1825)+(-0.563)(0.1339)+ \\
& (0.0029)(4.8285)=3.323 ; \\
F(7)= & \phi(6)+a(7) f(7)+b(7) f(6)+c(7) \phi(7) \\
= & 4.6605+(3.828)(0.0336)+(0.016)(0.0644)+ \\
& (-0.0002)(4.8285)=4.789 .
\end{aligned}
$$

Tagte II. AvErage parities, estimated parity equivalents and P/FRATIOS, BANGLADESH, 1974

| 和 | $\begin{gathered} \text { Index } \\ \text { (2) } \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 15-19....... | I | 0.385 | 0.237 | 1.624 |
| 20-24......., | 2 | 1.847 | 1.209 | 1.528 |
| 25-29........ | 3 | 3.485 | 2.338 | 1.491 |
| 30-34 ........ | 4 | 4.917 | 3.323 | 1.480 |
| 35-39........ | 5 | 5.861 | 4.094 | 1.432 |
| 40-44........ | 6 | 6.194 | 4.503 | 1.376 |
| 45-49........ | 7 | 6.084 | 4.789 | 1.270 |

Step 5: calculation of a fertility schedule for conventional five-year age groups. Because what is being considered
now is a case in which births in the past year were tabulated by age of mother at the time of the survey, the reported period rates, $f(i)$, need to be converted into a fertility schedule, $f^{+}(i)$, for conventional age groups. Conversion is carried out by using equations (B.5) and (B.6). A detailed example of the calculation of $f^{+}(1)$, $f^{+}(4)$ and $f^{+}(7)$ is given below; other values of $f^{+}$are shown in table 12. The totals of columns (3) and (4) of table 12, labelled $f(i)$ and $f^{+}(i)$, respectively, do not quite agree because of rounding:

$$
\begin{aligned}
&(i=1) w(1)=x(1)+y(1) f(1) / \phi(7)+z(1) f(2) / \phi(7) \\
&=0.031+(2.287)(0.1063) /(4.8285)+ \\
&(0.114)(0.2296) /(4.8285) \\
&=0.087 \\
& f^{+}(1)=(1.0)(0.1063)+(0.087)(0.2296)=0.1263 \\
&(i=4) w(4)=x(4)+y(4) f(4) / \phi(7)+z(4) f(5) / \phi(7) \\
&=0.120+(1.139)(0.1825) /(4.8285)+ \\
&(-1.531)(0.1339) /(4.8285) \\
&=0.121 \\
& f^{+}(4)=(1-w(3)) f(4)+w(4) f(5) \\
&=(0.889)(0.1825)+(0.121)(0.1339) \\
&=0.1784 \\
&(i=7) f^{+}(7)=(1-w(6)) f(7)=(0.834)(0.0336) \\
&=0.0280 .
\end{aligned}
$$

Step 6:"adjustment of period fertility schedule. The first step in selecting an adjustment factor $K$ for the converted fertility rates obtained in the previous step is to calculate the $P / F$ ratios. They are shown in column (5) of table 11 .
Though the $P / F$ ratios show a fairly marked decline from age 35 onward, probably in this case because of

Table 12. Remorted period fertilfty rates, fertility rates for conventional age groups. ADJUSTED FERTILTY LATES AND ESTHMATED NUMLER OF BRRTHS, BANOLADESH, 1974

| Agymon <br> (1) | $\begin{gathered} \text { Indx } \\ \text { (2) } \end{gathered}$ | $\qquad$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19. | 1 | 0.1063 | 0.1263 | 0.1895 | 571 287 |
| 20-24........................... | 2 | 0.2296 | 0.2323 | 0.3485 | 924625 |
| 25-29.......................... | 3 | 0.2154 | 0.2131 | 0.3197 | 833 461 |
| 30-34.......................... | 4 | 0.1825 | 0.1784 | 0.2676 | 539391 |
| 35-39........................... | 5 | 0.1339 | 0.1282 | 0.1923 | 340694 |
| 40-44........................... | 6 | 0.0644 | 0.0595 | 0.0893 | 132126 |
| 45-49........................... | 7 | 0.0336 | 0.0280 | 0.0420 | 47675 |
| Total |  | 0.9657 | 0.9658 | 1.4489 | 3389259 |
| Total fertility ................... |  | 4.83 | 4.83 | 7.24 |  |

omission of children ever bome by women over age 35 , the ratios for the crucial age range $20-34$ are fairly consistent. The adjustment factor has therefore been calculated as the average of the three ratios for women in this age range:

$$
K=(1.528+1.491+1.480) / 3=1.500 .
$$

Had the ratios not been so consistent, $K$ would have been calculated as a weighted average of $P(2) / F(2)$ and $P(3) / F(3)$, the weights being the number of women in each age group as a proportion of the women in both age groups. As an illustration, in the example being considered.

$$
\begin{aligned}
K^{*} & =(1.528)(2,653,155) /(2,653,155+2,607,009) \\
& +(1.491)(2,607,009) /(2,653,155+2,607,009) \\
& =1.510 .
\end{aligned}
$$

Adjusted age-specific fertility rates for conventional age groups. $f^{*}(i)$, are obtained by multiplying the $f^{+}(i)$ values by the adjustment factor $K$. Final values for $f^{*}(i)$ are shown in column (5) of table 12.

Total fertility, $T F$, can be estimated by multiplying the sum of the adjusted age-specific fertility rates $f^{*}(i)$ by five:

$$
T F=5(1.4489)=7.24
$$

An adjusted birth rate can be obtained by calculating the number of births that would occur to the population being considered if it were subject to the adjusted fertility rates and by dividing the total number of births by the total population. Numbers of births by age are shown in column (6) of table 12. The total number of births is the sum of all these entries; and because the total population considered is $71,315,944$, an adjusted value of $b$ is given by

$$
\begin{aligned}
b & =3,389,259 / 71,315,944 \\
& =0.0475 .
\end{aligned}
$$

Lastly, the general fertility rate can be calculated by dividing the total number of births by the number of women considered (women aged 15-49):

$$
G F R=3,389,259 / 14,676,917=0.2309
$$

3. Comparison of current first-birth fertility with the reported proportion of mothers

## (a) Basis of method and its rationale

The consistency of information on current and retrospective fertility can also be checked by using data referring only to first births. In the same way that cumulated fertility rates based on all births are a measure closely associated with parity, cumulated first-birth fertility rates
can be regarded as a measure of the probability of having had at least one child by the upper age-limit used in the cumulation. The consistency of recent and lifetime fertility information can then be checked by comparing cumulated and interpolated first-birth rates for a recent period with the reported proportions of women in each age group who have had at least one child. Assuming that any discrepancy between these two proportions is due to errors in the reporting of events, rather than to changing fertility, an adjustment factor may be obtained and an adjusted first-birth fertility schedule may be computed. This method of adjustment is, in fact, just a special case of the all-children method described in subsection B.2.

Computationally speaking, these two methods are very similar and there is also some similarity between the assumptions on which they are based. For example, both assume that the type of fertility measured (first child or all children) has remained constant in the recent past and that errors in current fertility are a result of a misperception of the reference period. However, the first-child method is less likely to be affected by changing marital fertility than is the method based on data for ail children. Indeed, if a fertility decline is brought about by the use of contraception either to limit family size or to increase the spacing between children, the performance of the first-child method will not be affected; even if all childbearing after the first birth stopped, the firstbirth comparison would remain valid. Any change affecting the timing of first births, on the other hand, would bias the results yielded by this method. Therefore, its use is not recommended when there is evidence of rapidly changing age at marriage or of a change in the interval between marriage and the onset of childbearing.

Another advantage of the first-birth method is that it is based on data that are more likely to be accurate. For example, the retrospective information it uses is the proportion of women who have had at least one child. This proportion is only distorted by women of parity one or higher who report themselves as childless, or by women of zero parity reporting themselves to be of parity one or higher. It is not affected by the actual number of children reported by these women and should therefore be more reliable than the equivalent information used by the all-children method (average reported parity). In particular, it should not suffer from the typical tendency of older women to omit some of the children they have had.

Unfortunately, the first-birth method does not solve the main problem: it does not produce an adjustment factor for all births. Logically, an adjustment factor computed from first-birth data applies only to first births. To estimate an adjustment factor applicable to all births from first-birth data one needs to make additional assumptions about the relationship between the errors affecting the reporting of first births and those affecting the reporting of all subsequent births. Although it may be reasonable to suppose that reference-period error is not much affected by birth order, other types of error may vary with birth order; and first-birth fertility rates
may be relatively inflated if too many women report themselves as having only one child. In this respect, it is important to point out that, in the case of the first-birth method, the two pieces of information being used (proportions of mothers and first births in a year) are not strictly independent from the point of view of the information gathered to produce them. Thus, a birth occurring during the year of interest is identified as "first" only if the woman reporting it also reports that her parity is one. Hence, both the answer to the question about children ever bom and that to the one about births in the past year are necessary to classify the data used. Therefore, unlike the method based on all births, errors in reporting children ever born may affect the estimated first-birth fertility rates, making the comparison of the observed proportions of mothers with the proportions implied by those rates somewhat less satisfactory.

In spite of these shortcomings, whenever the data required to apply this method have been tabulated, its application is recommended because it can provide useful indications about the overall quality of the data at hand. For example, since in most populations over 90 per cent of all women eventually become mothers, recent first-birth fertility rates that imply a lower proportion of eventual mothers are suspect. Furthermore, since no more than 100 per cent of all women may become mothers, adjustment factors for first-birth fertility rates that imply an eventual overall proportion of mothers higher than one cannot be accepted.

Lastly, the $P / F$ ratios calculated by using data on all births are very often lower than those estimated on the basis of first-birth information. This outcome may be explained by a tendency to report more accurately recent first births than those of higher orders, or by the tendency of women whose first child has died to report a subsequent and recent birth as being the first. Yet, whatever the mechanism, whenever the completeness level of first-birth fertility rates is greater than that of all births, it seems safe to assert that it indicates an upper bound for the completeness of the latter. In other words, the adjustment factor derived from data on first births can, whenever the $P_{1} / F_{1}$ ratios are, on average, lower than those for all births, be regarded as a lower bound for the adjustment factor required by all births.

## (b) Data required

The data required for this method are described below:
(a) The number of first births occurring in a given year, obtained either from a survey or from a registration system, classified by five-year age group of mother;
(b) Total number of women of reproductive ages (normally between ages 10 or 15 and 50 ) classified by five-year age group;
(c) The number of women in each age group who have borne at least one child during their lifetime;
(d) The reported birth rate or enough information to calculate it (i.e., the total number of births in a given year and the total population in that year).

## (c) Computational procedure

As mentioned before, the computational procedure is exactly the same as that followed when estimating an adjustment factor for all births (see subsection B.2(c), except that the data used in this case refer only to first births. For the sake of completeness, the most important steps are summarized below.

Step 1: calculation of reported proportion of mothers in each age group. As in the all-children method, index $i=1$ refers to age group $15-19, i=2$ to age group $20-24$ and so on (see table 6). The proportion of mothers in each group. $P_{1}(i)$, is calculated by dividing the number of women who reported having borne at least one child by the total number of women in each age group. It should be noted that in this case $P_{1}(i)$ represents the proportion of women in each age group who have had at least one child and is equivalent to average parity in the allchildren method. For the treatment of those whose parity is not stated in the calculation of the proportion of mothers in each age group, see subsection A. 2 and annex II concerning the El-Badry correction.

Step 2: calculation of period first-birth fertility schedule. One computes this schedule, $f_{1}(i)$, by dividing the number of first births occurring in a given year to women in age group $i$ by the total number of women in that age group.

Step 3: calculation of cumulated first-birth fertility schedule for a period. This schedule, denoted by $\phi_{1}(i)$, is five times the sum of the values of $f(j)$ from the youngest age group up to and including age group $i$, that is,

$$
\begin{equation*}
\phi_{1}(i)=5 \sum_{j=0}^{i} f_{1}(j) \tag{B.9}
\end{equation*}
$$

Step 4: estimation of equivalent proportions of women with al least one child from information for a period. These proportions, denoted by $F_{1}(i)$, are estimated by interpolation within the cumulated fertility schedule $\phi_{1}(i)$. The interpolation procedure is the same as that described in subsection B.2(c) for the method based on all births, except that first-birth fertility rates are substituted for the usual all-birth fertility rates. The general form of the interpolation equation is

$$
\begin{equation*}
F_{1}(i)=\phi_{1}(i-1)+a(i) f_{1}(i)+b(i) f_{1}(i+1)+c(i) \phi_{1}(7) \tag{B.10}
\end{equation*}
$$

The constants $a(i), b(i)$ and $c(i)$ are presented in table 7 ; if births in a 12 -month period have been classified by age of mother at the end of the period, as is normally the case with census or retrospective survey data, constants from part (a) of the tabie should be used; if births in a 12 -month period have been classified by age of mother at the time of the birth, as is usually the case with registration data, constants from part (b) of the table should be used.

Step 5: calculation of a first-birth fertility schedule for conventional five-year age groups. When births in a year have been tabulated by mother's age at the end of the
year, the reported first-birth fertility rates calculated in step 2 will refer to unconventional age groups roughly six months younger than the usual groups. A first-birth schedule for conventional age groups, $f_{1}^{+}(i)$, can be obtained by applying equations (B.5) and (B.6), and the constants given in table 8 , to the reported schedule. Normally, however, the interest in first-birth fertility rates is limited to the consistency check described below, so that it is often not necessary to convert the reported schedule into a schedule for conventional age groups.
Step 6: selection of an adjustment factor for period fertil. ity. Possible adjustment factors are obtained by calculating the $P_{1}(i) / F_{1}(i)$ ratios. $P_{1}(1) / F_{1}(1)$ is usualiy disregarded because the number of events in age group 15-19 is small, and the interpolation procedure is insufficiently flexible to replicate rapid increases with age in the rates for young women. When the assumptions of constant first-birth fertility in the past and relatively good reporting are correct, all values of $P_{1} / F_{1}$ after the first should be much the same. Furthermore, since the proportion of women with at least one child is not expected to decline with age, there is no reason for preferring early values of $P_{1} / F_{1}$ to later values. It is therefore recommended that the adjustment factor $K_{1}$ be calculated as the average of any group of consistent ratios, if such a group exists. This adjustment factor can then be multiplied by the observed $\phi_{1}(7)$ to obtain an adjusted proportion of women who, according to current rates, will become mothers.
Step 7: odjustment of fertility panameters referring to all births. Using the adjustment factor obtained in the previous step, the birth and general fertility rates derived from reported births, and total fertility, can be multiplied by $\boldsymbol{K}_{1}$ to obtain what may be interpreted as lower bounds for their true values if first births appear to be more completely reported than all births (that is, if the $P_{1} / F_{1}$ ratios are lower than the $P / F$ ratios). Strictly speaking, the birth rate and the general fertility rate should be computed by adjusting first the age-specific fertility rates based on all births, then calculating the implied number of births by multiplying by the number of women in each age group, cumulating the results, and then dividing by the relevant denominator (the total mid-year population if a birth rate is being calculated or the female population aged $15-49$ if the general fertility rate is of interest), though in practice the accuracy gained by this procedure would be small. An adjusted first-birth fertility schedule, $f_{1}{ }^{*}(i)$, can also be obtained if required, by multiplying $f_{1}^{+}(i)$ (or $f_{1}(i)$, if data from a vital registration system are being used) by $\boldsymbol{K}_{1}$.

## (d) A detailed example

Table 13 shows data obtained during a demographic survey conducted in Bangladesh in 1974. Data from the same survey were used to illustrate an application of the all-children method in subsection B. 2 (d).
The calculations for this example are described below.
Step 1: calculation of reported proportion of mothers. Column (3) of table 14 shows the values for the proportion of mothers, $P_{1}(i)$, obtained by dividing the numbers

Talle 13. Number of women, numaen of women with at least ONE CHILD, AND NUMEDER OF FIMST aRTHS DURING THE 12 MONTHS FRECEDINO THE SURVEY, DY AOE OROUP. BANGLADESH. 1974

| 析 | Mumber of <br> (2) | Nowber of maneme whe npowitartor and ovir (3) | $\qquad$ |
| :---: | :---: | :---: | :---: |
| 15-19....... | 3014706 | 854760 | 224716 |
| 20-24........ | 2653155 | 2092845 | 153140 |
| 25-29....... | 2607009 | 2416367 | 37050 |
| 30-34 ....... | 2015663 | 1926214 | 6306 |
| 35-39 ....... | 1771680 | 1716374 | 2180 |
| 40-44........ | 1479575 | 1425415 | 0 |
| 45-49 ........ | 1 135129 | 1090567 | 192 |

appearing in column (3) (women with at least one child) of table 13 by those listed in column (2) (total number of women). Thus, for example, $P_{1}(2)$ is obtained as

$$
P_{1}(2)=2,092,845 / 2,653,155=0.789 .
$$

TABLE 14. Proforfion of WOMEN WITH at least ONE CHILD, PERIOD FIBST-BIRTH FERTILITY RATES AND CUMULATED FIRST-BIRTH FERTIEITY SCHEDULE, \%Y AOE GROUP, BANGLADESH, 1974

| $\begin{aligned} & \text { 腹 } \\ & \text { (I) } \end{aligned}$ | $\begin{gathered} \text { Madex } \\ \vdots \\ \text { (2) } \end{gathered}$ |  | Observed findonit fenility $f\left({ }^{(1)}\right.$ (d) |  |
| :---: | :---: | :---: | :---: | :---: |
| 15-19. | J | 0.284 | 0.0745 | 0.3725 |
| 20-24. | 2 | 0.789 | 0.0577 | 0.6610 |
| 25-29. | 3 | 0.927 | 0.0142 | 0.7320 |
| 30-34........................... | 4 | 0.956 | 0.0031 | 0.7475 |
| 35-39........................... | 5 | 0.969 | 0.0012 | 0.7535 |
| 40-44, | 6 | 0.963 | 0.0000 | 0.7535 |
| 45-49 ........................... | 7 | 0.961 | 0.0002 | 0.7545 |

Step 2: calculation of period first-birth fertility schedule. The period fertility schedule, $f_{1}(i)$, for first births is computed by dividing the number of first births in a year (listed in column (4) of table 13) by the total number of women in each age group (listed in column (2) of table 13). As an example, $f_{1}(3)$ is computed as

$$
f_{1}(3)=37,050 / 2,607,009=0.0142 .
$$

The complete set of $f_{1}(i)$ values is presented in column (4) of table 14.

Step 3: calculation of cumulated first-birth fertility schedule for a period. This schedule, denoted by $\phi_{1}(i)$, is calculated by adding the first $i$ values of $f_{1}(j)$ (listed in column (4) of table 14) and multiplying the result by five (since each fertility rate applies to a five-year age group). The calculation of $\phi_{1}(2)$ and $\phi_{1}(4)$ is illustrated below:

$$
\begin{aligned}
& \phi_{1}(2)=5(0.0745+0.0577)=0.6610 \\
& \phi_{1}(4)=5(0.0745+0.0577+0.0142+0.0031)=0.7475 .
\end{aligned}
$$

Of course, $\phi_{1}(4)$, for example, could also be calculated as

$$
\phi_{1}(4)=\phi(3)+5 f_{2}(4)=0.7320+5(0.0031)=0.7475 .
$$

All values of $\phi_{1}(i)$ are listed in column (5) of table 14.

Step 4: estimation of equivalent proportions of women with at least one child from current information. Because the data used here were obtained from a sample survey and the recorded age of mother was, on average, six months older than her age when her first child was born, constants from part (a) of tabie 7 are substituted into equation (B.10) to calculate the proportions of women with at least one child, $F_{1}(i)$. The calculations of $F_{1}(1)$, $F_{1}(3)$ and $F_{1}(7)$ are shown below:

$$
\begin{aligned}
F_{1}(1)= & \phi_{1}(0)+a(1) f_{1}(1)+b(1) f_{1}(2)+c(1) \phi_{1}(7) \\
= & 0.0+(2.531)(0.0745)+(-0.188)(0.0577)+ \\
& (0.0024)(0.7545) \\
= & 0.1795 \\
F_{1}(4)= & \phi_{1}(3)+a(4) f_{1}(4)+b(4) f_{1}(5)+c(4) \phi_{1}(7) \\
= & 0.7320+(3.442)(0.0031)+(-0.563)(0.0012)+ \\
& (0.0029)(0.7545) \\
= & 0.7442 \\
F_{1}(7)= & \phi_{1}(6)+a(7) f_{1}(7)+b(7) f_{1}(6)+c(7) \phi_{1}(7) \\
= & 0.7535+(3.828)(0.0002)+(0.016)(0.0)+ \\
& (-0.0002)(0.7545) \\
= & 0.7541 .
\end{aligned}
$$

Note that $\phi_{1}(0)$ is assumed to be zero because no data are available for women younger than 15. If data for these women were available, the value of $\phi_{1}(0)$ would have to be calculated. The values of $F_{1}(i)$ are shown in column (4) of table 15.

TALLE IS. Reforted and equivilent protontions of mothens. EY AGE OROUP, AND $P_{1} / F_{1}$ RATIOS, BANOLADESH. 1974

| $4$ <br> (1) | $\begin{gathered} \text { Indx } \\ \text { (2) } \\ \hline \end{gathered}$ | Apported mapertion of mathors (3) | Equantion proportion of motivert (4) | $P_{1} / F_{1}$ <br> (5) |
| :---: | :---: | :---: | :---: | :---: |
| 15-19....... | I | 0.284 | 0.180 | 1.578 |
| 20-24 ........ | 2 | 0.789 | 0.566 | 1.394 |
| 25-29....... | 3 | 0.927 | 0.716 | 1.295 |
| 30-34....... | 4 | 0.956 | 0.744 | 1.285 |
| 35-39........ | 5 | 0.969 | 0.752 | 1.289 |
| 40-44........ | 6 | 0.963 | 0.753 | 1.279 |
| 45-49........ | 7 | 0.96] | 0.754 | 1.275 |

Step 5: calculation of first-birth ferility schedule for conventional age groups. The procedure used in step 5 of the example on all births (subsection B. 2 (d)) could be repeated here in order to convert the reported first-birth fertility schedule for age groups that are shifted by six months to a schedule for conventional age groups, $f_{1}^{+}(i)$. However, since the first-birth fertility schedule
has no intrinsic value, the process of conversion is not generally justified. This step is therefore omitted.

Step 6: selection of an adjustment factor for period fertility. Ratios of retrospective, $P_{1}$, to period, $F_{1}$, proportions of mothers are calculated for each age group by dividing the values of $P_{1}$ in column (3) of table IS by those of $F_{1}$ in column (4). Except for those for the first two age groups, the ratios are very consistent; excluding those two, the average of the remaining five ratios is 1.285 . Note that two general observations made earlier about the results from the first-births method have been fulfilled: first, the ratios remain rather constant as age increases; and secondly, the ratios are, in general, lower than those obtained using all births. Taking the average ratio computed above as an adjustment factor $K_{1}$ for the first-birth fertility rates, and adjusting $\phi_{1}(7)$ by it, one obtains an estimate of the proportion of women who would ultimately become mothers equal to $(1.285)(0.7545)=0.970$. Since this proportion cannoi theoretically exceed 1.0 , and in practice is always somewhat lower than 1.0 because of sterility, the adjusted proportion is as high as can be expected; the estimated adjustment factor of 1.285 for first births could not thus be any larger.

Step 7: adjustment of fertility panameters referring to all births. As mentioned earlier, if first births appear to be better reported than all births, $K_{1}$ may also be used as a conservative adjustment factor for parameters obtained from data on all births. The following values can therefore be regarded as lower bounds for the true values:

$$
\begin{aligned}
b & =(0.0313)(1.285) \\
T F & =(4.8285)(1.285) \\
G F R & =(0.1519)(1.285)
\end{aligned}=0.1952 .
$$

In the case of Bangladesh, these values are all smaller than those obtained in subsection B. 2 (d), because the adjustment factor used is considerably lower. The very marked difference between the first-birth and all-birth adjustment factors is to be noted. Since the evidence does not support the existence of a fertility decline in Bangladesh that would artificially inflate the $P / F$ ratios for all births, the fact that the adjustment factor derived from all births is larger than that derived from first births suggests that it should be preferred as an adjusthent for overall fertility. It is not possible to establish with cer-: tainty what mechanism or set of mechanisms leads to the large difference between the two sets of ratios, but it is likely to be related to the fact that, as pointed out earlier, first-birth fertility rates are not entirely independent of the data on children ever born. The interplay between, errors in reported children ever born and births in the; past year may well lead to first-birth fertility rates that, as in this case, appear to be more complete than those referring to all births.
Hence, in the case of Bangladesh, the $P / F$ ratios: based on all births should be preferred as a basis for the:adjustment of overall fertility rates, with the proviso that ${ }_{\text {; }}$ the adjustment factor derived from them should not be.
applied to fertility rates specific by birth order. The first-birth method has been useful in establishing that the data are not as internally consistent as one would wish and that the adjustment factor obtained from all births is acceptable, in that it is not obviously inconsistent with other evidence.

## 4. Comparison of period fertility rates with average parities for a hypothetical cohort

## (a) Basis of method and its rationale

It has been stressed above that the estimation of an adjustment factor for period fertility on the basis of the comparison of cumulated period fertility rates with lifetime average parities is only valid if fertility has been approximately constant during the 15 years or so preceding the time at which the data were collected. If fertility has been changing, cumulated period fertility rates cannot be expected to equal lifetime fertility; and an adjustment factor calculated on the basis of the comparison of the two will reflect not only possible data errors but the effects of changes through time. Hence, its use for correction purposes will tend to obscure the effects of those changes.

One way of avoiding this problem is to compute average parities that refer to the fertility experienced during a particular period and to compare those parities with cumulated average fertility rates measured during the same period. Suitable parities, referring to a particular period rather than to lifetime experience, can be computed if data on children ever born classified by age of mother are available from two surveys; in such a case, the average parities that a hypothetical cohort subject to intersurvey fertility would exhibit can be constructed on the basis of the intersurvey parity increments for true cohorts.

With an interval of five or 10 years between the surveys, the survivors of a cohort of women at the first survey can be identified at the second, and the change in the average parity of the cohort can be calculated. The resulting sequence of parity increments for different cohorts during the period between the surveys can then be cumulated to calculate average parities for a hypothetical cohort experiencing the level of intersurvey fertility implicit in the observed parity increments. Other uses of average parities for hypothetical cohorts are discussed in section C. Note that in deriving this measure of intersurvey fertility it is assumed that mortality and migration have no effect on actual parity distributions; that is, it is assumed that the average parity of those women who die or migrate between the surveys is not significantly different from the average parity at comparable ages of those women who are alive and present at the end of the period.

The "period" fertility rates from which parity equivalents are to be derived for comparison with the intersurvey parities should ideally refer to the entire intersurvey period. Suitable rates can be obtained if registered births classified by age of mother are available for each calendar year of the period. In this case, all births recorded during the period for each age group can
be calculated by addition over calendar years; and average intersurvey fertility rates can be obtained by dividing the births by the number of woman-years lived in each age group, estimated from the female population enumerated at the end-points of the period. A simpler, and generally adequate, procedure is to calculate agespecific fertility rates only for the first and last years of the period, and to approximate average intersurvey rates by the arithmetic mean of these two sets. If registered births are not available, but the two surveys gathered data on births in the past year, age-specific fertility rates for the period may by approximated in the same way by averaging the rates observed at the beginning and at the end of the period. When the births during the 12 months preceding each survey are tabulated by age of mother at the time of the survey, the observed fertility rates will correspond to age groups displaced by six months, and the analysis performed will have to take this fact into account. It is, of course, important that the sets of fertility rates being averaged be consistent with respect to age classification before they are averaged; if they are not consistent at first, because one refers to age groups displaced by six months and the other does not, the former set should be adjusted before proceeding. If age-specific fertility rates for the end-points of the period are not available, a set of rates referring approximately to the mid-point of the period could be used. It should be remembered that only the pattern of the intersurvey age-specific fertility rates is important in applying the Brass method, so that if this pattern was more or less constant over the period, the exact reference date of the rates used does not matter.

Once the intersurvey parities and intersurvey fertility rates have been calculated, the cumulation and interpolation of the latter, and their comparison with the average parities, are carried out exactly as described above in subsection B.2(c).

## (b) Data required

The data required are described below:
(a) The number of children ever born classified by five-year age group of mother, taken from two surveys or censuses five or 10 years apart;
(b) The number of births during the year preceding each survey classified by five-year age group of mother, or registered births by five-year age group of mother for each intersurvey year (if registered births are used, the female population enumerated by censuses at the endpoints of the period considered is also necessary);
(c) The number of women in each five-year age group from both surveys or censuses;
(d) If the birth rate is to be calculated, the total population recorded by each survey or census.

## (c) Computational procedure

The steps of the computational procedure are given below.

Step 1: calculation of reported average parities from each survey. The average parities obtained from the first survey are denoted by $P(i, 1)$, and those from the second
survey by $P(i, 2)$. In both cases, they are computed by dividing the reported number of children ever born to women in age group $i$ by the total number of women in age group $i$. See, however, the discussion in subsection A. 2 conceming the treatment of women whose parity is not stated and the possible application of the El-Badry correction.

Step 2: calculation of average parities for a hypothetical intersurvey cohort. The way in which these parities are calculated depends upon the length of the intersurvey interval. If this interval is five years, all the survivors of age group $i$ at the first survey belong to age group $i+1$ at the second survey, and the parity increment between the surveys for the corresponding cohort is equal to $P(i+1,2)-P(i, 1)$. Such increments can be calculated for each age group, and the hypothetical-cohort parities are then obtained by successively cumulating them. Thus, if the parity increment for the cohort of age group $i$ at the first survey is denoted by $\Delta P(i+1)$, and the parity of age group $i$ for the hypothetical cohort is denoted by $P(i, s)$ (where the $s$ stands for "synthetic"), one has
$\Delta P(i+1)=P(i+1,2)-P(i, 1)$ for $i=1 \ldots 6$
and

$$
\begin{equation*}
P(i, s)=\sum_{j=1}^{i} \Delta P(j) \tag{B.12}
\end{equation*}
$$

The parity increment $\Delta P(i+1)$ for the youngest age group $(i=0)$ is taken as being directly equal to $P(1,2)$. If fertility is changing rapidly, this value of $\Delta P(1)$ will reflect period rates somewhat closer to the second survey than to the mid-point of the interval, slightly overallowing therefore for the change in fertility.

If the intersurvey interval is 10 years, then the survivors of the initial cohort of age group $i$ in the first survey will be the women in age group $(i+2)$ in the second; and the hypothetical cohort parities are obtained by cumulating two parallel sequences of parity increments. Once more, for the youngest age groups, $\Delta P(1)$ is taken as being equal to $P(1,2)$ and $\Delta P(2)$ to $P(2,2)$. Other parity increments are calculated as
$\Delta P(i+2)=P(i+2,2)-P(i, 1)$ for $i=1 \ldots 5$,
Hypothetical-cohort parities for even-numbered age groups are obtained by summing the parity increments for even-numbered age groups, whereas those for oddnumbered age groups are obtained by summing parity increments for odd-numbered age groups. Thus,

$$
\begin{aligned}
& P(2, s)=\Delta P(2)=P(2,2) \\
& P(4, s)=\Delta P(2)+\Delta P(4)
\end{aligned}
$$

and

$$
P(6,5)=\Delta P(2)+\Delta P(4)+\Delta P(6)
$$

whereas

$$
\begin{aligned}
& P(1, s)=\Delta P(1)=P(1,2) \\
& P(3, s)=\Delta P(1)+\Delta P(3) \\
& P(5, s)=\Delta P(1)+\Delta P(3)+\Delta P(5)
\end{aligned}
$$

and

$$
P(7, s)=\Delta P(1)+\Delta P(3)+\Delta P(5)+\Delta P(7)
$$

Step 3: calculation of intersurvey fertility schedule. The method of calculating this schedule, denoted by $f(i)$, depends upon the data available. One possible procedure is to calculate age-specific fertility rates referring roughly to the first and last years of the intersurvey period by using data on the reported number of births during the year preceding each survey. In such a case, for each survey one would divide the reported births for each five-year age group of mother by the reported number of women in the same age group and then obtain age-specific fertility rates for the intersurvey period by calculating the arithmetic mean of each pair of end-point rates. Because of age-group incompatibilities, it is important to avoid combining a schedule derived from a question on births in the past year with another based on registered births; either consistent sources of current fertility rates must be used or the schedule based on births in the past year must be adjusted for the fact that its age classification is likely to be displaced by six months (see step 5 of subsection B. 2 (c)). Only when compatibility has been ensured by such an adjustment may averaging be performed. If data on births classified by age of mother are not available for the end-points of the intersurvey period, the use of an age-specific fertility schedule referring approximately to the middle of the period would be acceptable.

Step 4: calculation of cumulated fertility for the hypothetical intersurvey cohort. The calculation of cumulated fertility, denoted by $\phi(i)$, is exactly the same as step 3 in subsection B. 2 (c); and its description is not repeated here.

Step 5: estimation of average parity equivalents for the hypothetical intersurvey cohort. The estimation of these equivalents, denoted by $F(i)$, is performed exactly as described in step 4 of subsection B. 2 (c). It is not described again here.

Step 6: calculation of a fertility schedule for the usual five-year age groups. This step, which is omitted when the source of current fertility data is a vital registration system, is exactly the same as step 5 described in subsection B. 2 (c). Its description is not repeated at this time.

Step 7: adjustment of the intersurvey fertility schedule. This step is exactly the same as step 6 of subsection B. 2 (c), and its description is omitted.

## (d) A detailed example

Data from Thailand for 1960 and 1970 permit the

| $\begin{aligned} & \text { Age } \\ & \text { g'ti } \\ & \hline \end{aligned}$ | Finate pepulerion |  | Nunber of chaldew ewer bork |  | Anvier of negratered |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 1960 \\ & (2) \end{aligned}$ | $\begin{array}{r} 1970 \\ (3) \\ \hline \end{array}$ | $1960$ (4) | $\begin{gathered} 1970 \\ (5) \\ \hline \end{gathered}$ | $\begin{aligned} & 1960 \\ & 161 \end{aligned}$ | $\begin{array}{r} 1970 \\ 7 \\ \hline \end{array}$ |
| 15.19....... | 1236294 | 1885371 | 88610 | 246839 | 49799 | 95532 |
| 20-24....... | I 204153 | 1361717 | 1038074 | [ 353569 | 238243 | 299335 |
| 25.29....... | 1046464 | 1143377 | 2402581 | 2754376 | 250736 | 267369 |
| 30-34 ....... | 869876 | 1077088 | 3290345 | 4112920 | 183152 | 213814 |
| 35-39....... | 679940 | 957607 | 3388799 | 4866424 | 119887 | 154439 |
| 40-44....... | 563812 | 766332 | 3232209 | 4537467 | 49348 | 63259 |
| 45-49....... | 482966 | 597454 | 2855997 | 3656488 | 10356 | 12745 |

application of the hypothetical-cohort technique. The censuses in both those years published data on children ever born classified by age of mother, and registered births classified in the same way are available for 1960 and 1970 (years that closely approximate the exact endpoints of the intercensal period). Although the intercensal period is not exactly 10 years in length-the census dates were 15 April 1960 and I April 1970-it is close enough to being exactly 10 years for a cohort in 1960 to be identified as a cohort 10 years older in 1970. The basic data required are shown in table 16 and the steps of the calculations are given below.
Step 1: calculation of reported average parities from each survey. The two sets of average parities at the end-points of the intercensal period are calculated by dividing the number of children ever born, given in columns (4) and (5), by the total number of women, shown in columns (2) and (3), for each age group. Results are shown in table 17. As an example, the average parity for age group 2 from the 1960 census, denoted by $P(2,1)$, is obtained as

$$
P(2,1)=1,038,074 / 1,204,153=0.8621 .
$$

and the average parity for age group 4 from the 1970 census, denoted by $P(4,2)$, is obtained as

$$
P(4,2)=4,112,920 / 1,077,088=3.8186 .
$$

Table 17. Reported average parities, 1960 and 1970, and partties for the hypotheticat intercensal comort, by age group. Thalland

| $\begin{gathered} \text { An } \\ \text { arion } \\ \hline 10 \end{gathered}$ | Averuy parly |  | $\begin{aligned} & \text { Cohort pariky } \\ & \text { inerememt } \\ & \text { Anf(i) } \\ & \text { (o) } \end{aligned}$ | Parity for Ayporinetioal cohtar $A(3$, (3) |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 1960 \\ { }^{196}{ }^{\prime \prime \prime} \\ (2) \end{gathered}$ | $\begin{aligned} & 1970 \\ & \begin{array}{l} 190 \\ (12) \\ (3) \end{array} \end{aligned}$ |  |  |
| 15-19....... | 0.0717 | 0.1309 | (0.1309) | 0.1309 |
| 20-24....... | 0.8621 | 0.9940 | (0.9940) | 0.9940 |
| 25-29....... | 2.2959 | 2.4090 | 2.3373 | 2.4682 |
| 30-34 ........ | 3.7825 | 3.8186 | 2.9565 | 3.9505 |
| 35-39 ........ | 4.9840 | 5.0819 | 2.7860 | 5.2542 |
| 40-44 ........ | 5.7328 | \$.9210 | 2.1385 | 6.0890 |
| 45-49 ........ | 5.9135 | 6.1201 | 1.1361 | 6.3903 |

Step 2: calculation of average parities for a hypothetical intersurvey cohort. The intercensal interval in the case under consideration is 10 years, so the second way of deriving hypothetical-cohort parities. employing two
different sums of parity increments, is used. The hypothetical-cohort parity for age group $i$ is denoted by $P(i, s)$. The first two values are obtained directly from the parities reported at the second census; thus,

$$
P(1, s)=\Delta P(1)=P(1.2)=0.1309
$$

and

$$
P(2, s)=\Delta P(2)=P(2,2)=0.9940 .
$$

Subsequent values of $P(i, s)$ are obtained by summing certain cohort parity increments, one sum using only increments derived from odd-numbered age groups and another only those from even-numbered age groups. The parity increments, denoted by $\Delta P(i)$ and shown in table 17, are calculated as

$$
\Delta P(i+2)=P(i+2,2)-P(i, 1) .
$$

Thus, for example, the parity increment for $i=5$ is calculated as

$$
\Delta P(5)=P(5,2)-P(3,1)=5.0819-2.2959=2.7860 .
$$

Average parities for a hypothetical intercensal cohort are then obtained by cumulating the cohort parity increments. Since the intercensal period is 10 years, two sums are required: parities for odd-numbered age groups are obtained by adding odd-numbered parity increments: while those for even-numbered age groups are obtained by summing even-numbered parity increments. The resulting average parities are shown in column 5 of table 17; the following two examples illustrate the computational procedure:

$$
\begin{aligned}
P(3, s) & =\Delta P(1)+\Delta P(3)=0.1309+2.3373=2.4682 ; \\
P(6, s) & =\Delta P(2)+\Delta P(4)+\Delta P(6) \\
& =0.9940+2.9565+2.1385 \\
& =6.0890 .
\end{aligned}
$$

Step 3: calculation of the intersurver fertility schedule. Table 16 shows the number of birlts registered in 1960
and 1970 classified by age of the mother and also the female population enumerated by the 1960 and 1970 censuses classified according to the same age groups. Age-specific fertility rates for 1960 and 1970 are obtained by dividing the registered births for each age group, given in columns (6) and (7), by the enumerated female population of the same age group, shown in columns (2) and (3). Thus, if $f(i, 1)$ denotes the agespecific fertility rate of age group $i$ in 1960 and $f(i, 2)$ denotes the corresponding rate in 1970,

$$
f(2,1)=238,243 / 1,204,153=0.1979
$$

and

$$
f(4,2)=213,814 / 1,077,088=0.1985
$$

Values of $f(i, j)$ for all age groups are shown in columns (2) and (3) of table 18. Average fertility rates for the intercensal period 1960-1970, $f(i)$, are then obtained by summing the rates for 1960 and 1970 for each age group and dividing by two. The final $f(i)$ values are shown in column (4) of table 18. The next examples illustrate the computational procedure:

$$
\begin{aligned}
f(2) & =(f(2,1)+f(2,2)) / 2 \\
& =(0.1979+0.2198) / 2=0.2088
\end{aligned}
$$

and

$$
\begin{aligned}
f(5) & =(f(5,1)+f(5,2)) / 2 \\
& =(0.1763+0.1613) / 2=0.1688
\end{aligned}
$$

Talle 18. age specific fertility rates, 1960 and 1970 , and averAOE PERTIITTY RATES FOR THE ENTERCENSAL TERIOD. THAILAND

| $A(\pi)$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 1900 \\ & M_{1}^{\prime \prime} \\ & (a) \end{aligned}$ | $\begin{aligned} & 1970 \\ & \text { (142) } \\ & (3) \end{aligned}$ |  |
| 15-19....... | 0.0403 | 0.0507 | 0.0455 |
| 20-24....... | 0.1979 | 0.2198 | 0.2088 |
| 25-29....... | 0.2396 | 0.2338 | 0.2367 |
| 30-34 ....... | 0.2105 | 0.1985 | 0.2045 |
| 35-39 .....: | 0.1763 | 0.1613 | 0.1688 |
| 40-44 ........ | 0.0875 | 0.0825 | 0.0850 |
| 45-49........ | 0.0214 | 0.0213 | 0.0214 |

It should be mentioned that this estimate of the average intercensal fertility schedule, being just an arithmetic mean of the schedules observed at the two endpoints, is only approximate in nature. If the age patterns of the fertility schedules at the end-points are very different, it is likely that the age pattern of fertility may have changed sharply during the intercensal period; and a better estimate of an average intercensal fertility schedule would be obtained by averaging the schedules observed during each year of the period or by calculating directly an intercensal schedule for the period by dividing all the births recorded during the period for each age group of mother by an estimate of person-years lived by women in each age group during the same period. In the case of Thailand, the age-specific fertility rates for 1960 and 1970 shown in table 18 are fairly similar and do not suggest the existence of a sharp change in the age pattern of fertility over the intercensal period, so that the $f(i)$ estimates listed in table 18 are adequate.

Fertility rates for 1960 and 1970 have been calculated by using the births registered during each year and the female population enumerated by each census. Strictly speaking, these rates should have been calculated by using estimates of the female population at the middle of each year, rather than the populations enumerated by censuses taking place in April. Since the mid-year populations would be slightly larger than those enumerated, the fertility rates calculated using them as denominators would be slightly lower. However, if the mid-year populations are estimated by applying the same growth rate to the enumerated number of women in each age group, the resulting fertility rates will just be constant multiples of those obtained in table 18 and their age pattern will not be affected. Since only this pattern is relevant in applying the $P / F$ ratio method, the results yielded by it will not be essentially affected by the lack of adjustment of the female population, although, of course, the estimates of the completeness of birth registration obtained are valid only with respect to the population actually used as denominator. In this case, the use of the enumerated population instead of that corresponding to the mid-year would increase the completeness estimates only by about three quarters of 1 per cent.

Step 4: calculation of cumulated fertility for the hypothetical intersurwey cohort. The intercensal fertility rates, $f(i)$, shown in column (4) of table 18 are multiplied by the width of the age group to which they refer and

Table 19. Cumulated fertilty schedule, parity equivalents. hypothetical-cohort pastities. P/F ratios and adjusted intercensal fertiluty rates, Thailand, $1960-1970$

| $A \mathrm{~N}_{\mathrm{m}}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19....... | 0.2275 | 0.0632 | C. 1309 | 2.071 | 0.0606 |
| 20-24........ | 1.2715 | 0.7193 | 0.9940 | 1.382 | 0.2781 |
| 25-29........ | 2.4550 | 1.8679 | 2.4682 | 1.321 | 0.3153 |
| 30-34....... | 3.4775 | 2.9747 | 3.9505 | 1.328 | 0.2724 |
| 35-39....... | 4.3215 | 3.9218 | 5.2542 | 1.340 | 0.2248 |
| 40-44....... | 4.7465 | 4.5482 | 6.0890 | 1.339 | 0.1132 |
| 45-49 ....... | 4.8535 | 4.8206 | 6.3903 | 1.326 | 0.0285 |

summed successively to produce the values of the cumulated fertility schedule, $\phi(i)$. Because all age groups in this instance are five years in length, the process just described is equivalent to that illustrated below for $i=2$ and 5 , where cumulation of the values of $f(i)$ is carried out first and multiplication by the length of the age groups later:

$$
\begin{aligned}
\phi(2) & =5(0.0455+0.2088)=1.2715 \\
\phi(5) & =5(0.0455+0.2088+0.2367+0.2045+0.1688) \\
& =5(0.8643)=4.3215 .
\end{aligned}
$$

The complete set of $\phi(i)$ values is shown in column (2) of table 19 .
Step 5: estimation of average parity equivalents for the hypothetical intersurvey cohorl. Since, in this case, information on births by age of mother was obtained from a registration system, the reported age of mother is likely to be the one she had at the time of the birth. Therefore, the values of average parity equivalents, $F(i)$, are calculated by substituting the coefficients from part (b) of table 7 in equation (B.4), which has the form:

$$
F(i)=\phi(i-1)+a(i) f(i)+b(i) f(i+1)+c(i) \phi(7)
$$

As examples,
$F(3)=\phi(2)+(2.760) f(3)+(-0.594) f(4)+$
(0.0133) ${ }^{(7)}$
$=1.2715+(2.760)(0.2367)+(-0.594)(0.2045)+$
(0.0133)(4.8535)

$$
=1.8679
$$

and

$$
\begin{aligned}
F(7)= & \phi(6)+(3.535) f(7)+(-0.007) f(6)+ \\
& (-0.0002)(4.8535) \\
= & 4.7465+(3.535)(0.0214)+(-0.007)(0.0850)+ \\
& (-0.0002)(4.8535) \\
= & 4.8206 .
\end{aligned}
$$

All values of $F(i)$ are shown in column (3) of table 19.
Step 6: calculation of a fertility schedule for the usual five-year age groups. This step is omitted because in this case the information on births by age of mother was obtained from a registration system where women are likely to report the age they had at the time of delivery.

Step 7: adjustment of the intercensal fertility schedule. Comparable values of $P(i)$ and $F(i)$ are now available for the period 1960-1970, so that $P / F$ ratios can be calculated and an adjustment factor $K$ can be selected from
them. Column (3) of table 19 shows the $F(i)$ values, column (4) shows the $P(i, s)$ values copied from table 17 and column (5) shows the $P(i, s) / F(i)$ ratios. These ratios are reasonably consistent, except for the first, the value of which suggests the existence of less complete registration of births by very young mothers; part of this above-average omission affects the $P / F$ ratio for the second age group through its dependence upon $\phi(1)$. Since most of the $P / F$ ratios are consistent, the way in which an adjustment factor is selected is not of great importance; the average of the ratios for age groups 3-6 is likely to be as satisfactory as any, so

$$
K=(1.321+1.328+1.340+1.339) / 4.0=1.332
$$

Column (6) of table 19 shows the adjusted fertility schedule, $f^{*}(i)$, for the period 1960-1970. Total fertility may be estimated either by summing the $f^{*}(i)$ values and multiplying by five or by multiplying $\phi(7)$ by $K$. In either case, the estimate of $T F$ obtained is 6.46 , compared with the unadjusted value of $4.85 . K$ is an adjustment factor for registered births, so its reciprocal, $1 / K$, is an estimate of the completeness of birth registration, found to be 75.1 per cent (this completeness is measured with respect to the female population enumerated by the censuses). The intercensal birth rate may be estimated by summing total births registered during the years 1960-1969, multiplying the total by $K$, and dividing by the person-years lived by the entire population from 1960 to 1970.
5. Comparison of mean number of births registered by a cohort of women with the reported average parity of the same cohort
(a) Basis of method and its rationale

Subsection B. 4 presented a method for comparing average parities with average parity equivalents derived from period fertility rates without the necessity of assuming constant fertility. The most important aspect of this method is that average parities are calculated for a period rather than for a series of cohorts. It requires, however, that data on children ever born be available for two points in time, five or 10 years apart. If only one source of data on children ever born exists, or if the intersurvey period is not five or 10 years in length, an alternative procedure that does not require the assumption of constant fertility may be used. However, this procedure requires the availability of a fairly long series of annual data on registered births classified by age of mother. This method makes use of the cohort nature of reported average parities and compares them with parity equivalents obtained from the recorded fertility rates pertaining to the relevant cohorts.

If one considers women aged $30-34$ at some census, a year before the census they were aged 29-33, then 10 years before the census they were aged 20-24, and 20 years before the census they were aged 10-14. Therefore, assuming that childbearing effectively begins at age 15 , the children ever born reported by these women at the time of the census reflect the cumulated fertility experience of the women over the preceding 20 years. If mor-
tality and migration are assumed to be unrelated to the fertility experience of women, and fertility rates can be calculated for those 20 years, average parity equivalents for each cohort can be constructed and compared with the reported average parity of women at the time of the census. This method is mainly of use with data on births from a vital registration system, which is normally the only source of information about births over a 20 -year period; but if fertility schedules are available from other sources for regular five-year intervals, there is no reason to prevent the use of such schedules. The description here, however, is given in terms of data from a vital registration system.
The difficulty with applying this general idea is that a cohort represented by a conventional five-year age group at the time of the census would not have been a conventional five-year age group in earlier years. Thus, the population in age group 30-34 at the time of a census would have been aged 29-33 a year earlier, 28-32 two years earlier and so on. If births are tabulated by single year of age of mother, this problem is not serious, because single-year fertility rates can be calculated for each year and then summed by cohort with relative ease. The calculations would be lengthy, however, and ageheaping might have a non-trivial effect on the fertility rates, so it is convenient to have an approach that can be applied to rates for conventional five-year age groups. Such a procedure is described here.

## (b) Data required

The data required for this method are described below:
(a) The number of children ever born by five-year age group of mother, taken from a census;
(b) Registered births by five-year age group of mother for each of 15 or 20 years preceding the census;
(c) The number of women in each age group from the census, and from one or more earlier censuses, to allow the estimation of the female population by five-year age group for each of the 15 or 20 years preceding the final census.

## (c) Computational procedure

The following steps are required for the computational procedure.
Step 1:calculation of reported average parities. Average parities for each age group from the final census, denoted by $P(i)$, are obtained by dividing the number of children ever born reported by women in each age group by the total number of women in each age group. See, however, the discussion in subsection A. 2 concerning the treatment of women whose parity is not stated and the use of the El-Badry correction (described in aanex II).

Step 2: estimation of mid-year female population by age group for each year preceding the census. The exact procedure to be followed in estimating the series of midyear female populations by age group depends upon the dates of the census enumerations available, so an
attempt is made here to describe the procedure in general terms. It is assumed that census enumerations cover, or almost cover, the 20 years or so for which registered fertility rates are to be cumulated. The reference date of each census should then be calculated in terms of years, the decimal part being obtained by dividing the number of days from I January to the date of the census by 365 , the number of days in a year. The exponential growth rate, $r(i)$, of each age group $i$ is then obtained by dividing the difference between the natural logarithms of the female population of age group $i$ at the second and first censuses by the length of the intercensal period in years, as shown in equation (B.14):

$$
\begin{equation*}
r(i)=(\ln N(i, 2)-\ln N(i, 1)) /\left(t_{2}-t_{1}\right) \tag{B.14}
\end{equation*}
$$

where $N(i, j)$ is the female population of age group $i$ at census $j ; t_{1}$ is the date of the first census expressed in decimals; and $t_{2}$ is the date of the second census expressed in the same fashion. The required denominators for each year can then be calculated for each midyear between $t_{1}$ and $t_{2}$ by expanding exponentially the initial population for the period using equation (B.I5):

$$
\begin{equation*}
N(i, t)=N(i, 1) \exp \left(r(i)\left(\tau+0.5-f_{1}\right)\right) \tag{B.15}
\end{equation*}
$$

where $N(i, \tau)$ is the female population of age group $i$ required as denominator for calendar year $\tau$.

The objective of this method is to measure the completeness of birth registration, with a view to adjusting births registered during a recent period for omission, and thus to estimate the recent levels of fertility. The effects of other errors, such as changes in the completeness of census enumeration through time, should therefore be allowed for before cumulating age-specific fertility rates for comparison with average parities. Hence, when there is evidence suggesting that changes in the completeness of enumeration have taken place, it is desirable to adjust the censuses before calculating the population denominators. However, it is not necessary to adjust each census for absolute underenumeration; it is only necessary to ensure that the completeness of enumeration of the different censuses shall be the same.
Step 3: calculation of age-specific fertility rates from births registered during the years preceding the census. Age-specific fertility rates are to be calculated for calendar years, so it is convenient to cumulate the rates to the end of each year. The census providing average parities is unlikely to have as reference date exactly the end of a year, but fortunately average parities for a specified age group change slowly even when fertility is changing rapidly. The parities from the census can therefore be regarded as referring to the year-end nearest to the census date, and registered rates can be cumulated up to the relevant year-end. Thus, if the census date is on or before 30 June, registered fertility rates would be cumulated to the end of the preceding calendar year, whereas if the census date is after 30 June, registered fertility rates would be cumulated to the end of the calendar year during which the census took place.

Age-specific fertility rates are required for a total of 20 calendar years. The rate for age group $i$ and calendar year $\tau, f(i, \tau)$, is calculated as

$$
\begin{equation*}
f(i, \tau)=B(i, \tau) / N(i, \tau) \tag{B.16}
\end{equation*}
$$

where $B(i, \tau)$ is the number of births registered in calendar year $t$ as having occurred to women of age group $i$.

If registered births by age of mother are not available for a few of the 20 calendar years required, the application of the method will be only slightly affected if rates for the odd blank year are estimated from neighbouring rates. For example, if registered births are not available for one year in the series, the fertility rates for that year can be estimated as the average of the rates in the preceding and following years. Or if fertility rates are only available for the last 16 of the 20 years required, the rates for the earliest available year can be adopted for the four preceding years without much danger of introducing sizeable errors. However, such extrapolation is more dangerous if more recent years are involved because imputation in this case affects more age groups, is likely to cover more of the years of peak childbearing and is less likely to reflect adequately any changes in fertility that might have actually taken place.

Step 4: cumulation of registered fertility for different female birth cohorts to estimate parity equivalents. As mentioned in step 3, reported average parities are assumed to refer exactly to the end of a calendar year, whereas age-specific fertility rates calculated from registered births refer to whole calendar years. Hence, each age-specific fertility rate encompasses the childbearing experience of two female birth cohorts if the latter are defined with respect to age at the end of a calendar year. It is therefore necessary to split the observed age-specific fertility rates into two parts, each contributed by a cohort for which reported average parity is available, in order to estimate parity equivalents, $F(i)$. For example, one may assume that average parities by five-year age group are available for the end of year $t$. Women aged $25-29$ at the end of year $t$ were aged 24-28 at the beginning of year $t$, so during year $t$ their cumulated fertility would have been increased by most of the age-specific fertility rate for age group 25-29 in year t (but not by all of it, because some of those aged 29 years who give birth in year $t$ would be age 30 by the end of the year) and by a small amount of the rate for age group $20-24$ (to allow for births to those aged 24 years who were 25 by the end of the year). Assuming that, within each age group, the distribution of women by age is rectangular and their fertility by age is constant, 90 per cent of $f(3, t)$, the rate for women 25-29 in year $t$, and 10 per cent of $f(2, t)$ contribute to the cumulated fertility of women aged 25-29 years at the end of year $t$. The same women would have begun year t-1 aged 23-27 and ended it aged 24-28, so their cumulated fertility would have a rather greater contribution from age group 20-24 and a rather smaller contribution from age group 25-29 than in the previous case; making the same assumptions as above, their cumulated cohort
fertility would increase by 70 per cent of $f(3, t-1)$ and by 30 per cent of $f(2, t-1)$ during year $s-1$. It should be noted in passing that the proportions of these agespecific fertility rates that are not contributed to the cohort in question are contributed to another cohort; for example, 30 per cent of $f(3, t-1)$ is added to the cumulated fertility of the cohort aged $30-34$ at the end of year $t$, and 70 per cent of $f(2, t-1)$ is added to that of the cohort aged 20-24. This example shows that the essence of the calculation of cumulated cohort fertility lies in splitting by cohort the fertility rates for each age group and calendar year into two parts and then summing the portions relevant to each cohort.
Unfortunately, the simple assumption made above concerning the constancy of fertility within each age group is not satisfactory for splitting the age-specific fertility rates for younger women; and since the recent rertility experience of these women is that of greatest interest, an alternative estimation procedure is necessary. Hill ${ }^{7}$ devised such a procedure. It is based on a set of separation factors derived from the Brass ${ }^{8}$ fertility polynomial. The set of factors used in any particular instance depends upon the general shape of the agespecific fertility schedule proposed by Brass and on its specific age-location in the case at hand. The general equation defining cumulated fertility in terms of separation factors and observed annual age-specific fertility rates is

$$
\begin{align*}
& F(i, t)=\sum_{j=1}^{i}\left\{\sum_{m=1}^{s}(s(m, j) f(j, t-k)\right. \\
& \quad+(1-s(m, j-1)) f(j-1, t-k)\} \tag{B.17}
\end{align*}
$$

where $F(i, t)=$ cumulated fertility of women of age group $i$ at the end of year $t$ :

$$
\begin{aligned}
s(m, j)= & \text { separation factor for location } m \text { of age } \\
& \text { group } j ;
\end{aligned}
$$

$$
\begin{aligned}
& f(j, t-k)= \text { age-specific fertility rate for age group } \\
& j \text { in year } t-k . \quad \text { where } k= \\
& 5(j-i-i)+m .
\end{aligned}
$$

Values of $s(m, j)$ are listed in table 20, and they should be selected for each calendar year $t$ according to the value of $f(1, t) / f(2, t)$.
Equation (B.17) states that cumulated cohort fertility at the end of year $t$ is the sum of all the portions of the registered fertility rates contributed by women of the cohort. The number of years the sum will cover depends upon the age of the cohort at the end of year $t$. The oldest members of age group $15-19$ at time $t$ would have

[^33]|  | $\begin{aligned} & \text { Abof } \\ & \text { se yinon } \\ & \text { (2) } \end{aligned}$ | $\begin{gathered} \text { Sintx } \\ \text { fin } \\ \text { aj) } \\ \hline \end{gathered}$ | Seperathon factory (1m, j) <br>  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & 0.7 \\ & \text { (4) } \end{aligned}$ | $\begin{aligned} & 0.6 \\ & (3) \end{aligned}$ | $\begin{aligned} & 0.5 \\ & (6) \end{aligned}$ | 0.4 <br> (7) | $\begin{aligned} & 0.3 \\ & \text { (8) } \end{aligned}$ | $\begin{aligned} & 0.2 \\ & \text { (9) } \end{aligned}$ | $\begin{aligned} & 0, \\ & (10) \end{aligned}$ |
| 15-19........ | 11.15 | 1 | 0.062 | 0.046 | 0.022 | 0.007 | - | - | . |
|  | 12.16 | 2 | 0.196 | 0.180 | 0.127 | 0.065 | 0.013 | - | - |
|  | 13-17 | 3 | 0.406 | 0.365 | 0.304 | 0.222 | 0.124 | 0.027 | - |
|  | 14-18 | 4 | 0.626 | 0.593 | 0.544 | 0.474 | 0.378 | 0.239 | 0.040 |
|  | 15-19 | 5 | 0.870 | 0.857 | 0.836 | 0.807 | 0.764 | 0.691 | 0.557 |
| 20-24....... | 16.20 | I | 0.094 | 0.090 | 0.086 | 0.082 | 0.077 | 0.069 | 0.059 |
|  | 17-21 | 2 | 0.288 | 0.279 | 0.270 | 0.261 | 0.249 | 0.233 | 0.209 |
|  | 18.22 | 3 | 0.488 | 0.478 | 0.468 | 0.458 | 0.444 | 0.426 | 0.398 |
|  | 19-23 | 4 | 0.693 | 0.684 | 0.677 | 0.668 | 0.657 | 0.642 | 0.619 |
|  | 20-24 | 5 | 0.898 | 0.894 | 0.891 | 0.888 | 0.883 | 0.877 | 0.868 |
| 25-29........ | 21-25 | ] | 0.108 | 0.105 | 0.103 | 0.101 | 0.099 | 0.096 | 0.093 |
|  | 22-26 | 2 | 0.320 | 0.314 | 0.369 | 0.304 | 0.299 | 0.293 | 0.285 |
|  | 23-27 | 3 | 0.525 | 0.519 | 0.513 | 0.507 | 0.501 | 0.494 | 0.486 |
|  | 24-28 | 4 | 0.723 | 0.717 | 0.713 | 0.708 | 0.703 | 0.698 | 0.690 |
|  | 25-29 | 5 | 0.910 | 0.908 | 0.906 | 0.904 | 0.902 | 0.900 | 0.897 |
| 30-34 $\ldots . . .$. | 26-30 | I | 0.121 | 0.118 | 0.116 | 0.114 | 0.112 | 0.109 | 0.107 |
|  | 27.31 | 2 | 0.351 | 0.344 | 0.338 | 0.334 | 0.329 | 0.324 | 0.318 |
|  | 28-32 | 3 | 0.562 | 0.553 | 0.547 | 0.542 | 0.536 | 0.530 | 0.523 |
|  | 29.33 | 4 | 0.752 | 0.746 | 0.741 | 0.736 | 0.731 | 0.727 | 0.721 |
|  | 30-34 | 5 | 0.923 | 0.920 | 0.918 | 0.916 | 0.914 | 0.912 | 0.910 |
| 35-39....... | 31.35 | 1 | 0.145 | 0.139 | 0.134 | 0.130 | 0.127 | 0.124 | 0.120 |
|  | 32.36 | 2 | 0.404 | 0.390 | 0.380 | 0.371 | 0.364 | 0.356 | 0.349 |
|  | 33-37 | 3 | 0.622 | 0.606 | 0.595 | 0.585 | 0.576 | 0.568 | 0.559 |
|  | 34-38 | 4 | 0.801 | 0.788 | 0.779 | 0.771 | 0.764 | 0.758 | 0.750 |
|  | 35-39 | 5 | 0.942 | 0.937 | 0.933 | 0.930 | 0.928 | 0.925 | 0.922 |
| 40-44 ....... | 36.40 | 1 | 0.227 | 0.198 | 0.181 | 0.169 | 0.159 | 0.151 | 0.143 |
|  | 37.41 | 2 | 0.577 | 0.517 | 0.482 | 0.456 | 0.435 | 0.417 | 0.399 |
|  | 38-42 | 3 | 0.805 | 0.745 | 0.707 | 0.680 | 0.657 | 0.636 | 0.617 |
|  | 39-43 | 4 | 0.933 | 0.893 | 0.866 | 0.845 | 0.828 | 0.812 | 0.797 |
|  | 40-44 | 5 | 0.989 | 0.977 | 0.967 | 0.960 | 0.953 | 0.947 | 0.941 |

reached 15 at the beginning of year $t-4$, so that if no childbearing is assumed to occur before age 15 , the sum need only be calculated for the years from $t-4$ to $t$. For age group 30-34, on the other hand, childbearing occurs during the years from $t-19$ to $t$, so the sum begins in year $t-19$ with a small portion of the age-specific fertility rate for women aged $15-19$ and continues through 20 years, to finish with a large portion of the rate in year $t$ for women aged $\mathbf{3 0}-34$, plus a small portion of the rate in year $t$ for women aged 25-29.

In conclusion, it should be mentioned that although the form of equation (B.17) may give the impression that its application is very complicated, the basic idea underlying it is fairly simple, and if working-sheets are laid out following the procedure described in the detailed example the necessary calculations are tedious but straightforward.

Step 5: estimation of completeness of birth registration. The cumulated cohort fertility from registered births, $F(i)$, calculated in the previous step has been constructed so as to be comparable to reported cohort parity, $P(i)$, at the final census. Therefore, the ratio $F(i) / P(i)$ provides a measure of the average completeness of registration of the births that occurred to cohort $i$. If the completeness of registration had remained approximately constant over a period of 15 years or so, the $F / P$ ratios should have more or less the same values for all cohorts, and an average of the ratios for age groups 20-24, 25-29 and 30-34 can be adopted as an esti-
mate of the completeness of birth registration over the period. Hence, its reciprocal can be used as an adjustment factor for any or all of the age-specific fertility, schedules calculated in step 3. If the completeness of birth registration has improved over time, the $F / P$ ratios for the younger cohorts will be higher than for older cohorts. In such a case, the most recent fertility schedule (referring to the year of the final census) may be adjusted by $P(2) / F(2)$, the ratio reflecting the most recent level of completeness; $P(1) / F(1)$ should not be used in general as an adjustment factor because of the intrinsic difficulty in approximating $F(1)$ accurately. When the F/P ratios indicate that completeness has been improving through time, no obvious basis exists for adjusting the fertility schedules referring to earlier years.

## (d) $A$ detailed example

The data required for the application of the method described in this section are available for Thailand prior to 1970. Table 21 shows registered births classified by five-year age group of mother for the period 1950-1969 (only the births for women under 35 are shown, since the cumulation of cohort fertility is only carried out up to the cohort of women aged $30-34$ at the end of the period). Although not shown, some of the births registered could not be classified according to age of mother because the latter information was missing. Therefore, there is a question as to what to do with these births. If their proportion over all registered births is not large and it does not change much over time, the
difference introduced by distributing them according to births of known age of mother will be minor. Hence, the simplest procedure is to exclude them, in which case the estimates of registration completeness obtained refer only to births of known age of mother. If the births with unspecified age of mother are a substantial proportion of all registered births, or if their proportion changes over time, their redistribution and addition to the births with mothers of known age is likely to affect the results; because there is usually no sound basis to determine how their redistribution with respect to age of mother should be performed, the safest procedure is to exclude them from the analysis. In table 21, they have been excluded. Table 22 shows the female population enumerated by the censuses of 1947, 1960 and 1970, and the number of children ever born classified by age of mother from the 1970 census.
The steps of the computational procedure are given below.
Step 1: calculation of reported average parities. The average parities by age group of mother, $P(i)$, are calcu-

TABLE 2I. REOISTERED BIRTHS, BY FIVE-YeAR AGE GROUP OF mOTHEk, THAILAND, 1950-1969

| ${ }_{(1)}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 15-19 \\ (2) \end{gathered}$ | $\begin{gathered} 20.24 \\ (3) \end{gathered}$ | $\begin{gathered} 25.29 \\ (4) \end{gathered}$ | $\begin{gathered} 30.34 \\ \text { (3) } \end{gathered}$ |
| 1950. | 32352 | 139307 | 131729 | 101258 |
| 1951......... | 31422 | 140562 | 137998 | 107652 |
| 1952........ | 31083 | 150681 | 141402 | 104569 |
| 1953......... | 35097 | 172015 | 160075 | 110508 |
| [954......... | 38528 | 189795 | 182055 | 125260 |
| 1955......... | 40323 | 196868 | 185435 | 127204 |
| 1956......... | 44611 | 216365 | 207804 | 143083 |
| 1957......... | 44160 | 210923 | 208855 | 147567 |
| 1958......... | 43607 | 209405 | 212248 | 153627 |
| 1959......... | 45445 | 224553 | 235221 | 170281 |
| 1960......... | 49799 | 238243 | 250736 | 183152 |
| 1\$61.......... | 51048 | 239183 | 253566 | 181700 |
| 1962......... | 53686 | 246039 | 265988 | 196153 |
| 1963......... | 57335 | 253232 | 277504 | $20577!$ |
| 196......... | 64153 | 270198 | 299972 | 231271 |
| 1965,........ | 75314 | 265482 | 289760 | 227407 |
| 1966......... | 81238 | 260053 | 274279 | 215850 |
| 1967......... | 84833 | 268539 | 277377 | 222601 |
| 1968......... | 92338 | 295524 | 288379 | 234962 |
| 1969......... | 91788 | 285713 | 267990 | 215613 |

Tase 22. Total pofulayion and female gopulation aged 15-34, by age group, for the census YEARS 1947, 1960 AND 1970 ; CHILDREN EVER BORN IN 1970 AND ADSUSTED POPULATION IN 1970, THAILAND

| 脌 | Emmunadfuncterenetion |  |  | Cuithen dere born 1970 (5) | $\begin{gathered} \text { Avergge } \\ \text { Mis } \\ \text { (6) } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2590 <br> (3) | $\begin{aligned} & 1970 \\ & \text { (198t } \\ & \text { (1) } \end{aligned}$ |  |  |  |
| 15-19............ | 979613 | 1236294 | 1885371 | 246839 | 0.131 | 1979640 |
| 20-24............ | 792366 | I 204153 | 1361717 | 1353569 | 0.994 | 1429803 |
| 25-29............ | 638334 | j 046464 | 1143377 | 2754376 | 2.409 | ( 200546 |
| 30-34............ | 570842 | 869876 | 1077088 | 4112920 | 3.819 | 1130942 |
| Total population | 8681257 | 13103767 | 17273512 |  |  | 18137188 |

lated for 1970 from the data displayed in table 22 by dividing the reported number of children ever born in each age group (column (5)) by the total number of women in each age group in 1970 (column (4)). Results for each age group are shown in column (6) of table 22; as an example,

$$
P(4)=(4,112,920 / 1,077,088)=3.819 .
$$

Step 2: estimation of mid-year female population by age group for each year preceding the census. Table 22 shows the reference dates of the population censuses of 1947, 1960 and 1970. These dates can be converted into units of years by calculating the number of days from the beginning of the year to the census date and dividing it by 365 (or 366 in a leap year). The reference date of the 1947 census was 23 May 1947. There are 31 days in January, 28 in February ( 29 in a leap year), 31 in March, 30 in April; and in this case, 23 of the 31 days in May are needed. The decimal portion of the census date is thus $(31+28+31+30+23) / 365$, or $143 / 365,=$ 0.392. Hence, the full decimal date is 1947.392 . Because 1960 was a leap year, the decimal portion of the date is $(31+29+31+25) / 366=0.317$, and the full decimal date is 1960.317 . The 1970 date is 1970.249 .
At this point, any adjustments necessary to improve
the consistency of the completeness of enumeration of the censuses should be applied. Application of a method described in chapter IX suggests that the 1970 census was about 5 per cent less complete than the 1960 census, so the raw 1970 census figures appearing in column (4) of table 22 have been adjusted by a factor of 1.05 and are shown in column (7) of the same table. The 1947 and 1960 censuses appear to have achieved approximately the same level of completeness. Thus, columns (2), (3) and (7) of table 22 are regarded as showing an approximately consistent set of population figures.

Age-specific population growth rates are then calculated for both intercensal periods using equation (B.14) and the exact census dates calculated above. Thus, for the period 1947-1960 and for the female population aged $15-19(i=1)$ :

$$
\begin{aligned}
r(1) & =[\ln (1,236,294)-\ln (979,613)] /[1960.317-1947.392] \\
& =[14.02763-13.79491] / 12.925 \\
& =0.01801 .
\end{aligned}
$$

The growth rates for all age groups and for both intercensal periods are shown in table 23; it will be noticed
that they are rather variable, suggesting the existence of differential age-misreporting or fluctuations by age in enumeration completeness. However, beyond noting the possibility of errors, not much else can be done.
Mid-year population denominators can now be calculated for each year, from 1950 to 1969, by applying equation (B.15). A few examples will make the procedure clear. The female population aged $15-19$ in mid-1950 (that is, at 1950.5 in decimal terms) is needed.

TABLE 23. AOE-SPGCIFIC GROWTH RAIES FOR THE FEMALE POPULATION. 1947-1960 AND 1960-1970, AFTER ADJUSTMENT. THAILAND

| $\begin{aligned} & \text { Agr } \\ & \text { som } \\ & \hline \text { (I) } \end{aligned}$ | $\begin{gathered} \text { index } \\ i \\ \text { (2) } \end{gathered}$ | Grownh rate of fromaio pepulation |  |
| :---: | :---: | :---: | :---: |
|  |  | 1917.1960 <br> (3) | ${ }_{(1)}^{1960.1970}($ |
| 15-19............ | 1 | 0.01801 | 0.04740 |
| 20-24............ | 2 | 0.03238 | 0.01729 |
| 25-29............ | 3 | 0.03824 | 0.01383 |
| 30-34............ | 4 | 0.03259 | 0.02643 |

The growth rate for age group 15-19 between 1947 and 1960 is 0.01801 , and the period from the 1947 census to mid-1950 is $1950.5-1947.392$ years. Hence, the estimated female population in 1950.5, $N(1,1950)$, is obtained from the 1947 census population, $N(1,1947)$, as

$$
\begin{aligned}
N(1,1950)= & N(1,1947) \exp ((0.01801)(1950.5- \\
& 1947.392)) \\
= & (979,613) \exp ((0.01801)(3.108)) \\
= & (979,613)(1.05757) \\
= & 1,036,009 .
\end{aligned}
$$

For 1959 and age group 25-29,
$N(3,1959)=N(3,1947) \exp (0.03824)(1959.5-$
1947.392))
$=(638,334)(1.588849)$
$=1,014,216$.
For 1960, however, the 1960-1970 growth rate would be used:

$$
\begin{aligned}
N(3,1960)= & N(3,1960) \exp ((0.01383)(1960.5- \\
& 1960.317)) \\
= & (1,046,464)(1.002534) \\
= & 1,049,116 .
\end{aligned}
$$

The estimated mid-year populations are shown in table 24. Note that, for the sake of clarity, the calculations have been performed with a higher number of significant digits than is really required. For efficiency of calculation, it would be worth working with only four significant digits, rounding the female populations in each case to thousands.

Step 3: calculation of age-specific fertility rates from registered births. Age-specific fertility rates for each year are calculated by dividing the number of births registered for each age group of women (table 21) by the estimated mid-year female population of the age group (table 24). Thus, the age-specific fertility rate for age group 15-19 in 1950 is calculated as

$$
\begin{aligned}
f(1,1950) & =B(1,1950 / N(1,1950) \\
& =32,352 / 1,036,009 \\
& =0.0312 .
\end{aligned}
$$

Talle 24. Estimateo mid.year femalie population, by age group, Thailand. $1950-1969$

| $\begin{aligned} & Y_{(0 r} \\ & \text { (i) } \end{aligned}$ | Agegroue |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 19-19 \\ (2) \end{gathered}$ | $\begin{gathered} 20.24 \\ (3) \end{gathered}$ | $\begin{gathered} 25.29 \\ (4) \end{gathered}$ | $\begin{gathered} 30.34 \\ (5) \end{gathered}$ |
| 1950. | 1036009 | 876258 | 718892 | 631692 |
| 1951......... | 1054838 | 905095 | 746915 | 652618 |
| 1952......... | 1074008 | 934882 | 776030 | 674237 |
| 1953......... | 1093526 | 965649 | 806280 | 696573 |
| 1954......... | 1153399 | 997428 | 837710 | 719648 |
| 3955......... | J 133633 | 1030254 | 870364 | 743488 |
| 1956......... | 1154235 | 1064159 | 904 291 | 768117 |
| 1957......... | 1 175211 | 1099181 | 939541 | 793562 |
| 1958......... | 1196568 | 1135355 | 976165 | 819851 |
| 1959......... | 1218313 | 1172719 | 1014216 | 847010 |
| 1960......... | 1247065 | 1207969 | 1049116 | 874094 |
| 1961......... | J 307599 | I 229036 | 1063726 | 897504 |
| 1962......... | 1371071 | 1250471 | 1078539 | 92 541 |
| 1963......... | 1437625 | I 272280 | 1093559 | 946222 |
| 1964......... | I 507409 | 1294469 | 1108788 | 971564 |
| 1965......... | - 580581 | 1317045 | 1 124229 | 997585 |
| 1966......... | 1657304 | 1340015 | 1139885 | 1024303 |
| 1967......... | 1737752 | 1363385 | l 155760 | 1051736 |
| 1968......... | 1822105 | 1387163 | 1171855 | 1079904 |
| 1969......... | 1910552 | 1411355 | \$ 188174 | I 108826 |

Similarly, the rate for those aged $25-29$ years in 1960 is calculated as

$$
\begin{aligned}
f(3,1960) & =B(3,1960) / N(3,1960) \\
& =250,736 / 1,049,116 \\
& =0.2390 .
\end{aligned}
$$

All values of $f(i, j)$ are shown in table 25 . For the period 1960-1969, age-specific fertility rates for women aged 35-39, 40-44 and 45-49 are also shown. These rates are not needed to apply the method described here, but they are needed in applying that described in subsection B.6.
Step 4: cumulation of registered ferility for different female birth cohorts to estimate parity equivalents. Some of the age-specific fertility rates shown in table 25 are not required in cumulating the fertility for the cohorts of interest since they reflect entirely the childbearing of cohorts older than $\mathbf{3 0 - 3 4}$ in 1970; to be specific, the rates above the dotted lines are not needed and have been calculated in part for the sake of completeness and in part to be used in subsection B.6. All the rates below the lines, however, need to be split between two cohorts in order to estimate parity equivalents, $F(i)$; and the portions corresponding to each cohort need to be cumulated separately. A convenient way of carrying out this process is to work with five-year periods. Table 26 shows the recommended way of laying out the calculations. The 20 -year period considered is divided into four subperiods, each five years in length; within each period, each year is identified by an index value $m$ ranging from

1 to 5 , indicating the location of the cohorts with respect to the age groupings of the age-specific fertility rates. Thus, for $1969, m$ is equal to 5 ; and the cohorts are, on average, six months younger than the ages indicated by the age groups of the fertility rates; the cohort aged 30 34 at the end of 1969 began the year aged 29-33, for instance. For $1965, m$ is equal to $I$; and the cohorts are, on average, 4.5 years younger than the ages indicated by the fertility rate groupings. The index $m$ is used to select the separation factors necessary to split the observed fertility rates (see table 20). The other indices employed in table 26 are: $k$, a measure of years before the census; $i$, the cohort index; and $j$, which indicates the age range of the age-specific fertility rates being split.
For each group of five calendar years, the procedure is the same, though the number of rates that are split declines by one each time one moves five years into the past. The first step is to calculate, for each year, the value of $f(1) / f(2)$, the ratio of the age-specific fertility rate for women aged $15-19$ to that for women aged 20 24. This ratio is an indicator of the age pattern of eariy childbearing, and its value is necessary for interpolating between the columns of table 20 . Then, the $f(1, \tau)$ fertility rates for each of the five years preceding the census are split and the portion of each rate belonging to the census cohort aged 15-19, and its complement, belonging to the census cobort aged 20-24, are identified. The separation factors for these rates are obtained from table 20 and depend upon the index $m$, the age group $j$ and the value of $f(1) / f(2)$. For $1969, m$ is 5 and $f(1) / f(2)$ is 0.2372 . The required separation factor is therefore a value between 0.764 for an $f(1) / f(2)$ of 0.3 , and 0.691

Table 25. Age-specific fertility rates calculated from registered births and INTERPOLATED MID.YEAR FEMALE POPULATION, THAILAND, 1950-1969

| $\begin{aligned} & \gamma_{\text {atr }} \\ & \hline \end{aligned}$ | $19.19$(2) | $\begin{gathered} 20.24 \\ (3) \end{gathered}$ | $\begin{gathered} 25 \cdot 29 \\ \text { (4) } \end{gathered}$ | Astrrow. |  | $40.44$ | (8.49 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{gathered} 30.34 \\ \text { (1) } \\ \hline \end{gathered}$ | $\begin{aligned} & 35.39 \\ & \text { (6) } \end{aligned}$ |  |  |
| 1950........ | 0.0312 | 0.1590 | 0.1832 | 0.1603 | - | - | - |
| 1951......... | 0.0298 | 0.1553 | 0.1848 | 0.1650 | - | - | - |
| 1952......... | 0.0289 | 0.1612 | 0.1822 | 0.1551 | - | - | - |
| 1953......... | 0.0321 | 0.1781 | 0.1985 | 0.1586 | - | - | - |
| 1954......... | 0.0346 | 0.1903 | 0.2173 | 0.1741 | - | - | - |
| 1955......... | 0.0356 | 0.1911 | 0.2131 | 0.1711 | - | - | - |
| 1956......... | 0.0386 | 0.2033 | 0.2298 | 0.1863 | - | - | - |
| 1957......... | 0.0376 | 0.1919 | 0.2223 | 0.1860 | * | - | - |
| 1958......... | 0.0364 | 0.1844 | 0.2174 | 0.1874 | - | * | - |
| 1959......... | 0.0373 | 0.1915 | 0.2319 | 0.2010 | - | - | - |
| 1960......... | 0.0399 | 0.1972 | 0.2390 | 0.2095 | 0.1751 | 0.0870 | 0.0213 |
| 1961......... | 0.0390 | 0.1946 | 0.2384 | 0.2025 | 0.1626 | 0.0796 | 0.0197 |
| 1962........ | 0.0392 | 0.1968 | 0.2466 | 0.2129 | 0.1753 | 0.0855 | 0.0216 |
| 1963......... | 0.0399 | 0.1990 | 0.2538 | 0.2175 | 0.1803 | 0.0876 | 0.0219 |
| 1964......... | 0.0426 | 0.2087 | 0.2705 | 0.2380 | 0.1965 | 0.0935 | 0.6228 |
| 1965......... | 0.0476 | 0.2016 | 0.2577 | 0.2280 | 0.1884 | 0.0926 | 0.0235 |
| 1966......... | 0.0490 | 0.1941 | 0.2406 | 0.2107 | 0.1736 | 0.0874 | 0.0238 |
| 1967......... | 0.0488 | 0.1970 | 0.2400 | 0.2117 | 0.1717 | 0.0869 | 0.0247 |
| 1968......... | 0.0507 | 0.2130 | 0.2461 | 0.2176 | 0.1795 | 0.0906 | 0.0234 |
| 1969......... | 0.0480 | 0.2024 | 0.2255 | 0.1945 | 0.1591 | 0.0824 | 0.0225 |



Table 26 (contimued)


Note: $;=$ cohort index; $j=$ age range of the age-specific fertility rates being split: $k=$ measure of years before the census; $m=$ index value indicating the location of cohorts with respect to the $\begin{gathered}\text { gge groupings of the age-specific fertility rates; } f(1) / f(2)=\text { ratio of the age-specific ferility }\end{gathered}$ rate for women aged $15-19$ to that for women aged 20-24.
for an $f(1) / f(2)$ of 0.2 . The required value can be found by linear interpolation, as shown below:

$$
s(5,1)=(0.764)(0.372)+(0.691)(1.0-0.372)=0.718 .
$$

Note that the interpolation factor, 0.372 , is simply the value of $f(1) / f(2), 0.2372$, less the lower bound of the interval, 0.2 , and divided by the width of the interval, 0.1 . It is thus simple to calculate by moving the decimal point of $f(1) / f(2)$ one place to the right and taking only the decimal part of the resulting number. The portion of the fertility rate belonging to the youngest female census cohort considered is then found by multiplying this rate by the separation factor; for 1969, the resulting portion of $f(1,1969)$ to be cumulated into $F(1)$ is ( 0.718 )( 0.0480 ), or 0.0345 . The remainder, 0.0135 , is the portion of $f(1,1969)$ contributed by the second census cohort (aged 20-24), and it is recorded for later cumulation. In the case of the first cohort, all its childbearing has occurred during the five years immediately preceding the census, so its cumulated fertility at the end of 1969, $F(1)$, is just the sum of all the portions belonging to the cohort for the years from 1965 through 1969:

$$
F(\mathrm{l})=0.0+0.0003+0.0036+0.0148+0.0345=0.0532
$$

This sum appears in column (9) of table 26, part (a). The complementary portions of each rate are also cumulated; and their sum, 0.1909 , is recorded in column (9) for later use.

The same process is then repeated using the fertility rates for the next age group, 20-24. Separation factors are again obtained from table 20, on the basis of the values of $m$ and of the observed $f(1) / f(2)$. Thus, for

1966, $m$ is 2 and $f(1) / f(2)$ is 0.2524 , so the interpolation factor is 0.524 ; and $s(m, 2)$ is obtained as

$$
\begin{aligned}
s(m, 2) & =(0.249)(0.524)+(0.233)(1.0-0.524) \\
& =0.241
\end{aligned}
$$

The portion of $f(2,1966)$ contributed by the cohort aged 20-24 at the time of the census (cohort 2) is thus $f(2,1966)(0.241)$, or 0.0468 ; its complement, 0.1473 , has been contributed by the third cohort (aged 25-29 in 1970). The total contribution of cohort 2 to the fertility rates for age group $20-24$ during the period 1965-1969 is then found by adding the estimated contributions for each year of the period, giving 0.4629; the complement of this quantity, 0.5452 , is the contribution of cohort 3. Both values are recorded in column (9).
It is now possible to calculate the fertility accumulated by the cohort aged $20-24$ in 1970 during the five years preceding the census. It is the sum of the cohort's contribution to the age-specific fertility rates for those aged 15-19 (0.1909) and its contribution to the rates for those aged $20-24$ ( 0.4629 ). This sum, 0.6538 , is not yet an estimate of the total cumulated fertility for the cohort, since it does not include the cohort's childbearing experience during the period from 6 to 10 years before the census: the missing estimates are calculated in part (b) of table 26.

Similar calculations are carried out for the agespecific fertility rates for women aged $25-29$ and $30-34$ registered during the period 1965-1969, each rate being divided up by cohort contribution and the portions attributable to each cohort being cumulated over the five years. The portion of the rates for those aged $30-34$

Tablif 27. Contributions tocohort fertility. ay age group and five-year period.
Thalland. 1950-1969

| $\begin{gathered} \text { Agy } \\ \text { group } \end{gathered}$ | Number of perse (2) | Anferoner peried <br> (3) | Agy eroup of cohert of eniof 1969 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $15.19$ (4) | $\begin{gathered} 20.24 \\ (3) \end{gathered}$ | $25.29$ | $30.34$ |
| 15-19................... | 15-19 | 1950-1954 | - | - | - | 0.0301 |
|  | 10-14 | 1955-1959 | - | - | 0.0350 | 0.1505 |
|  | 5-9 | 1960-1964 | - | 0.0403 | 0.1603 | . |
|  | 0-4 | 1965-1969 | 0.0532 | 0.1909 | . | * |
| 20-24.................... | 10.14 | 1955-1959 | - | - | - | 0.4277 |
|  | $5-9$ | 1960-1964 | - | - | 0.4535 | 0.5428 |
|  | 0-4 | 1965-1969 | * | 0.4629 | 0.5452 | - |
| 25-29................... | 5-9 | 1960-1964 | * | - | - | 0.6353 |
|  | 0.4 | 1965-1969 | - | . | 0.5910 | 0.6189 |
| 30-34.................... | O-4 | 1965-1969 | - | - | - | 0.5430 |
| Parity |  |  |  |  |  |  |

that is contributed by women aged $35-39$ at the time of the census is not needed in this application, but it has been calculated for the sake of completeness. The calculations in parts (a) and (b) of table 26 have in fact been extended to cover all the childbearing experience of cohorts aged 35-49 in 1970, mainly because these estimates are used later in subsection B.6.

Once the calculations for the five years immediately preceding the 1970 census have been completed, the same procedure is applied for each of the years of the period 1960-1964. The results are shown in part (b) of table 26. Note how the fertility rates for the oldest age group are excluded. Strictly speaking, only those for the first three age groups need to be included, since the oldest cohort considered, those aged $30-34$ in 1970, was aged under 30 in 1965. Once the rates for the period from 6 to 10 years ( $1960-1964$ ) before the census have been split and cumulated, the same procedure is applied to the rates for the period from 11 to 15 years before (it need only be applied to the first two age-specific fertility rates) as shown in part (c) of table 26 and to those for the period from 16 to 20 years before (for only the first agespecific rate) as shown in part (d) of the same table.
The final parity equivalents, $F(i)$, can now be obtained by summing the portions contributed by each cohort for each five-year period. To avoid errors, such portions can be copied from column (9) of table 26 (labelled "sum") and arranged in columns by cohort, age group of the fertility rates from which the contribution came and period to which the rates refer, as shown in table 27. Cumulation of the entries in each column leads to the desired $F(i)$ values.
It is worth taking note that table $\mathbf{2 7}$ may reveal other interesting features of the registration data. Consider, for example, the set of contributions to cohort fertility of the period fertility rates for age group 15-19; the diagonals show the change in such contributions through time. Reading from right to left, it is clear that these contributions have been increasing, indicating either rising fertility among this age group or improving registration of their births. Given the assumptions on which this estimation method is based, the former situation will not
affect a final estimate of completeness of birth registration, but the latter will, and the estimates of completeness obtained in such circumstances will be averages of recent levels.

Step 5: estimation of completeness of birth registration. For each cohort, the completeness of birth registration is estimated as the ratio of the parity equivalent, $F(i)$, calculated from registered births to reported average parity, $P(i)$, as obtained from the census. Table 28 shows the results.

The estimates of completeness of registration of births for women aged 20-24, 25-29 and 30-34 are moderately consistent, suggesting an average level of completeness of around 74 per cent. The estimate for women aged 15-19 is very low, however, and the other estimates rise

TARLE 28. ESTIMATES OF COMRLETENESS OF BRTH REOLSTRATION. Thalizand. 1969

| $\begin{aligned} & \text { AFOW} \\ & \text { (I) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Reporved } \\ & \text { anowe } \\ & \text { Prify } \\ & \text { P(2) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Pewiy, } \\ & \text { cation } \\ & \text { (i) } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: |
| 15-19. | 0.131 | 0.0532 | 0.406 |
| 20-24.................... | 0.994 | 0.6941 | 0.698 |
| 25-29.................... | 2.409 | 1.7850 | 0.741 |
| 30-34.................... | 3.819 | 2.9483 | 0.772 |

with age of woman. It seems tikely that registration of births is substantially less complete among very young women and that this differential also reduces the completeness estimate derived from the reports of women aged $20-24$. The estimates of completeness based on the reports of women aged 25-29 and 30-34 are affected relatively little by the excess omission at early ages, so that in this case a better estimate of average completeness of birth registration would be an average of 0.741 and 0.772 , the final estimate therefore being 0.757 . Hence, an estimate of fertility for 1969 could be obtained by inflating the registered age-specific fertility rates for that year by a factor of $1.0 / 0.757$, or 1.321 . It should be noted, however, that the adjusted fertility schedule might not be a good indicator of the age pat-
tern of childbearing, because of the relatively higher omission of births by young women.

The results presented in table 28 do not suggest that birth registration completeness has been changing, so the adjustment factor of 1.321 can also be applied to the observed age-specific fertility rates for years preceding 1969. However, because the contributions of fertility rates registered before 1960 to cumulated cohort fertiitity are small, the estimated adjustment factor cannot be validly applied to the fertility rates registered before 1960. Although not observed in the case of Thailand, evidence of a trend towards more complete registration, such as a tendency for the estimates of completeness to decline with age, should warn against adjusting registered births for particular years.

## 6. Comparison of the cohort fertility registered between two censuses with cohort parity increments

(a) Basis of method and its rationale

When information on average parity from two censuses (or surveys) is available in such a way that cohort parity increments can be calculated (see subsection B.4) and age-specific fertility rates can be calculated from registered births for the intersurvey period, a more specific version of the method described in the previous section can be applied. The change in parity of a cohort as it ages from one census or survey to the next is a measure of the childbearing experience of the cohort during the interval. An equivalent measure can be calculated from registered births by splitting the fertility rates registered during the interval by cohort and cumulating the contributions of each cohort. The ratio of cumulated cohort feritity during the interval estimated from period rates, such as those calculated from registered births, to the cohort change in average parity from the beginning to the end of the interval provides a measure of completeness of birth registration specific both to a cohort and to a time period. The main assumptions made in the previous section in order to adjust period fertility on the basis of cumulated cohort fertility from the beginning of childbearing, namely, that registration completeness be constant both by age of mother and by period, are no longer required. On the other hand, parity increments are very sensitive to changes in the completeness of reporting of children ever born, as a result of which the estimates of registration completeness obtained by the method described in this section are also quite sensitive to such changes, which are generally most marked for older women.

## (b) Data required

The data required for this method are described below:
(a) Children ever born classified by five-year age group of mother for two points in time, five or 10 years apart;
(b) Registered births classified by five-year age group of mother for each calendar year of the period between the two surveys;
(c) The total number of women in each age group at the beginning and end of the period, or enough information to estimate the mid-year female population by fiveyear age group for each year for which birth registration data are available.

## (c) Computational procedure

The steps of the computational procedure are given below.
Step 1: calculation of reported average parities for the first and second surveys. Average parities obtained from the first survey are denoted by $P(i, 1)$ and those obtained from the second by $P(i, 2)$. In both cases, they are computed by dividing the reported number of children ever born to women in age group $i$ by the total number of women in age group $i$. See, however, the discussion in subsection A. 2 concerning the treatment of women whose parity is not stated and the possible application of the El-Badry correction (described in annex II).
Step 2: calculation of cohort parity increments. For each cohort of women of age group $i$ at the second census or survey, the average parity of the same cohort at the first survey can be identified. Then, the cohort parity increment, $\Delta P(i)$, can be calculated as

$$
\begin{equation*}
\Delta P(i)=P(i, 2)-P(i-n, 1) \tag{B.18}
\end{equation*}
$$

where $n$ is the number of five-year periods between the two surveys.
Step 3: estimation of mid-year female population by age group for each year of the intersurvey period. The procedure to be followed is exactly the same as that described in step 2 of subsection B.S(c). Its description is not repeated here.

Step 4: calculation of age-specific fertility rates from registered births for each year of the intersurvey period. Again, the procedure is exactly the same as that described in step 3 of subsection B. 5 (c). Its description is omitted here.

Slep 5: calculation of intersurvey increments in cohort fertility from registered births. In essence, the calculation of intersurvey increments in cohort fertility, denoted by $\Delta F(i)$, is very similar to the calculation of lifetime cohort parity equivalents from period rates. Each agespecific fertility rate for a given year of the intersurvey period (taken to be exactly five or 10 years in length) is split into two portions, according to the cohort structure of the age group to which the rate refers during the given calendar year; one portion is the period contribution to the fertility increment of one cohort and the other is the contribution to the fertility increment of the next cohort. The main differences between this procedure and that described in step 4 of subsection B. 5 (c) is that here all calculations are limited to the intersurvey period, and all cohorts of reproductive age at the time of the second survey are considered. The splitting of agespecific fertility rates is carried out using the separation
factors in table 20; the general definition of the cohort fertility increments is

$$
\begin{gather*}
\Delta F(i)=\sum_{j=1}^{n} \sum_{m=1}^{s}[s(m, k) f(k, h) \\
+(1-s(m, k-1)) f(k-1, h)] \tag{B.19}
\end{gather*}
$$

where $\Delta F(i)=$ parity increment for cohort $i$ at the second survey;
$n=$ number of five-year periods in the intersurvey interval;

$$
\begin{aligned}
s(m, k)= & \text { separation factor from table } 20 \\
& \text { required for age group } k \text {, where } \\
& k=(i-n+j) ;
\end{aligned}
$$

$f(k, h)=$ age-specific fertility rate for age group $k$ in year $h$, where $h=5(j-n-1)+m$ years before the second survey (assumed to have taken place at the end of a year).
The detailed example given below illustrates the way in which this equation is used in practice.

Step 6: estimation of completeness of birth registration. Estimates of the completeness of birth registration for the offspring of cohort $i$ during the intersurvey period are obtained by dividing the fertility increment, $\Delta F(i)$, estimated for the cohort by the parity increment, $\Delta P(i)$, of the same cohort. If the estimates for different cohorts are consistent, the intersurvey births classified by age group can be inflated by an average of the $\Delta P(i) / \Delta F(i)$ ratios and adjusted age-specific fertility rates can be obtained by dividing the inflated number of births by an estimate of the female person-years lived in each age group over the intercensal period.

## (d) A detailed example

The detailed example is again for Thailand, since data on children ever born are available both for 1960 and for 1970. Average parities for each census have already been presented in table 17 and annual age-specific fertility rates for the intercensal period can be found in table 25. However, some of the raw data necessary for the calculation of the latter rates are not presented. The steps fullowed in applying the method to this example are given below.

Step 1: calculation of reported average parities for the first and second surveys. The method of calculating average parities has been described in step 1 of subsection B. 4 (c) and is not repeated here; the $P(i, t)$ values for 1960 and 1970 are shown in columns (2) and (3) of table 29. Note that the average parities are taken as referring to the year-end nearest to the census dates, in this case to the end of 1959 and the end of 1969, respectively (the exact census dates can be found in table 22).

Step 2: calculation of cohort parity increments. As the intersurvey interval in this case is 10 years, the $n$ in

Table 29. Reported average parities, 1900 and 1970: and cohort Pa*ITY INCREMENTS DURING THE INTERCENISAL PERICD. THALLAND

| Ase (i) | Awneger fily |  | $\begin{aligned} & \text { Cather perity } \\ & \text { iscromint } \\ & 1900-1990 \\ & (4) \end{aligned}$ |
| :---: | :---: | :---: | :---: |
|  | $1000$ (2) | $\begin{aligned} & 1970 \\ & \text { (3) } \end{aligned}$ |  |
| 15-19.................... | 0.072 | 0.131 | 0.131 |
| 20-24.................... | 0.862 | 0.994 | 0.994 |
| 25-29.................... | 2.296 | 2.409 | 2.337 |
| 30-34.................... | 3.783 | 3.819 | 2.957 |
| 35-39.................... | 4.984 | 5.082 | 2.786 |
| 40-44.................... | 5.733 | 5.921 | 2.138 |
| 45-49.................... | 5.914 | 6.120 | 1.136 |

equation (B.18) is 2. Thus, the parity increment for a cohort in age group $i$ at the second survey is calculated by subtracting from the average parity of women of age group $i$ at the second survey, $P(i, 2)$, the average parity of the same cohort 10 years earlier, $P(i-2,1)$. For example, for the cohort aged 25-29 in 1970,

$$
\begin{aligned}
\Delta P(3) & =P(3,1970)-P(1,1960) \\
& =2.409-0.072=2.337 .
\end{aligned}
$$

The parity increments are shown in column (4) of table 29.

Step 3: estimation of mid-year female population by age group for each year of the intersurvey period. Most of the required estimates have already been made in step 2 of subsection $\mathbf{B . 5}$ (d), the results being shown in table 24. Since the procedure to estimate the remaining female populations is exactly the same as that used there, it is not illustrated again.
Step 4: calculation of age-specific fertility rates from registered births for each year of the intersurvey period. Most of the required fertility rates have already been calculated in step 3 of subsection B. 5 (d) and all the required rates are shown in table 25 . Although the raw data needed to calculate some of these rates have not been presented, the calculation procedure is identical to that illustrated in subsection B.S (d) and is not repeated here.

Step 5: calculation of intersurvey increments in cohort fertility from registered births. In this example, the starting-point of the cumulation is the beginning of 1960 and the final point is the end of 1969. Fertility rates for the intervening decade have already been calculated and split by cohorts identified at the end of 1969 in table 26, parts (a) and (b). The cohort fertility increments, denoted by $\Delta F(i)$, can therefore be obtained simply by cumulating the portions of the observed age-specific fertility rates attributable to each cohort. Table 30 shows these portions arranged by cohort and five-year period (they were copied from column (9) of table 26, parts (a) and (b), labelled "Sum"). Table 30 also shows the sum, $\Delta F(i)$, of the portions corresponding to each cohort. The process of splitting fertility rates by cohort is exactly the same as that used in subsection B. 5 (c) (step 4) to construct table 26, so it is not described again in detail. However, in order to enable the reader to grasp the nature of the cumulation carried out in this case, one

Table 30. Contmilutions of period fertility to intersunvey cohort fertility oy five-year period AND ESTIMATED INTERSURVEY INCREMENTS IN COHORT FERTLLITY, THAILAND, 1960-1969

| Olderts cesemp mand 196 <br> (l) | $\begin{gathered} \text { Intex } \\ \text { (i) } \end{gathered}$ | Cumpritation to cohors <br>  |  |  |  | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1960-1964 |  | 1965.509 |  |  |
|  |  | $j=(-2)$ | $\begin{gathered} i=i-1 \\ (4) \\ \hline \end{gathered}$ | $\begin{gathered} j=i-1 \\ (5) \\ \hline \end{gathered}$ | jif) |  |
| 15-19................... | ] | - | - | - | 0.0532 | 0.0532 |
| 20-24.................... | 2 | - | 0.0403 | 0.1909 | 0.4629 | 0.6941 |
| 25-29................... | 3 | 0.1603 | 0.4535 | 0.5452 | 0.5910 | 1.7500 |
| 30-34.................... | 4 | 0.5428 | 0.6353 | 0.6189 | 0.5430 | 2.3400 |
| 35-39.................... | 5 | 0.6131 | 0.5764 | 0.5195 | 0.4452 | 2.1542 |
| 40-44.................... | 6 | 0.5040 | 0.4977 | 0.4272 | 0.2380 | 1.6667 |
| 45-49.................... | 7 | 0.3921 | 0.2603 | 0.2020 | 0.0702 | 0.9246 |

may consider the case of the cohort aged $30-34$ at the end of 1969. At the beginning of 1960 , this cohort was aged 20-24, and therefore all the annual fertility rates for age group 20-24 during the period 1960-1964 contributed a portion $\omega$ the intercensal fertility of this cohort (the exact amount contributed by each rate is found in part (b) of table 26, in the panel corresponding to $f(2)$ and the line labelled "Cohort 4". When the annual contributions of the $f(2)$ rates are summed over the period 1960-1964, their total contribution to the intersurvey fertility of the cohort aged 30-34 at the end of 1969 is 0.5428 . In a similar way, the total contribution of the $f(3)$ rates (those for age group 25-29) from 1960 to 1964 is 0.6353 of a child, and that of the same rates from 1965 to 1969 is 0.6189 of a child. Lastly, the total contribution of the annual $f(4)$ rates (for age group 30-34) during the period $1965-1969$ is 0.5430 of a child. Hence, the total increment in intersurvey or intercensal fertility for the cohort aged $30-34$ at the end of 1969 is 2.3400 births per woman.

Step 6: estimation of the completeness of birth registrotion. Cohort-specific estimates of the completeness of birth registration between 1960 and 1969 can now be obtained by calculating the ratios of $\Delta F(i)$ to $\Delta P(i)$. Results are shown in table 31. Note that the estimates for the cohorts aged 15-19 and 20-24 are the same as those obtained in subsection B.S(d) (table 28) where they were

Table 31. Estimates of completeness of birth registration, THAILAND, 1960-1969

| $\begin{gathered} \text { cownt } \\ \text { (is) } \end{gathered}$ | $\frac{\min x}{(x)}$ | $\begin{aligned} & \text { Suteromen } \\ & \text { pethor } \\ & \text { ferthly } \\ & \text { A Mil) } \end{aligned}$ <br> (3) |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 15-19. | 1 | 0.053 | 0.131 | 0.405 |
| 20-24..... | 2 | 0.694 | 0.994 | 0.698 |
| 25-29....... | 3 | 1.750 | 2.337 | 0.749 |
| 30-34....... | 4 | 2.340 | 2.957 | 0.791 |
| 35-39....... | 5 | 2.154 | 2.786 | 0.773 |
| 40-44 ........ | 6 | 1.667 | 2.138 | 0.780 |
| 45-49 ........ | 7 | 0.925 | I.136 | 0.814 |

based on the lifetime, rather than the intersurvey, estimates of cohort fertility. This outcome was to be expected because all the childbearing of these two
cohorts is assumed to have taken place during the period 1960-1969, so that their lifetime and intersurvey fertility estimates are identical.
Two features of the results require some comment, namely, the low estimates of completeness for women under 25 and the relative consistency of the estimates for the central age range ( $25-44$ ).
In interpreting the results of this method, it is important to bear in mind its assumptions. It has been assumed that the reporting of children ever born is complete at both censuses. However, if there is a tendency among older women to omit children ever born, cohort parity increments will be reduced and the estimates of registration completeness will be increased. A relatively minor deterioration of the completeness of parity reporting by all cohorts from one census to the next will produce estimates of completeness that increase with age. In a similar way, a relative amelioration of the completeness of parity reporting will lead to completeness estimates that decrease with age.
The second assumption made is that parity increments are unaffected by migration and mortality. If low-parity women are more likely to migrate than those of higher parities, areas of in-migration are likely to display reduced parity increments, and vice versa. If low-parity women are more likely to die than high-parity women, parity increments will be inflated. In the case of Thailand, neither of these two effects is likely to be important, since both international migration and mortality are low.

Another assumption of importance is that the denominators used are accurate. Age-reporting errors that are not the same when a birth is registered as when the population is enumerated will distort the pattern of period age-specific fertility rates. The rather wide variations exhibited by the age-specific growth rates given in table 23 suggest that there are problems with agereporting, but their effects on the final estimates of completeness are very hard to predict. Denominators may also be distorted by changes in the completeness of enumeration from one census to the next; in the case of Thailand, the 1970 overall census count is about 5 per cent less complete than that yielded by the 1960 census; although the former count was adjusted for this change, differential completeness of enumeration by age group
might still affect the results. Changes in enumeration completeness might also affect average parities; if women with children are more likely to be enumerated than women without, average parities will be inflated by omission.

However, none of these considerations explains adequately the low estimates of completeness obtained for the cohorts aged 15-19 and, to a lesser extent, those aged $\mathbf{2 0 - 2 4}$. Of course, the procedure used to split the period fertifity rates is not perfect and it is most likely to be inaccurate at 15-19, but possible methodological inaccuracy cannot explain the large differential observed. Furthermore, since average parities were calculated without making any adjustment for non-response, they are more likely to be too small than too large. Hence, on the basis of this evidence alone, it would appear that birth registration is really less complete for young mothers than for the older group. Yet, those familiar with the data from Thailand and with the typical errors affecting age-reporting in East Asian countries may suggest another explanation for the outcome observed. It is customary in East Asian cultures to reckon age as of conception rather than as of birth. Therefore, when a question on age is posed (as during the 1960 census) the reports collected tend to reffect age as of the next birthday rather than age at the last birthday, as is normally expected. To avoid such misreporting problems, date of birth should be requested instead of age (as was done during the 1970 census). Because age is also the item recorded in the vital registration system, the direct intercensal comparison of average parity as reported in the 1960 and 1970 censuses with that reconstructed from vital registration is likely to yield biased results because of the change in the age-recording scheme. Furthermore, younger cohorts are those most likely to suffer from such biases, since age reported as of next birthday would make them lose systematically some of their high-fertility members. In this context, at least part of the low completeness estimates observed for the cohorts aged 15.19 and $20-24$ at the time of the 1970 census may be due to non-comparable age-reporting schemes in the different data-collection systems producing the data used as input. It must be noted, however, that even when such deficiencies in the basic data are taken into account and some adjustment is performed to eliminate the biases they imply, the low completeness estimates associated with younger mothers persist, albeit at a somewhat lower level than that shown in this example.
C. ESTIMATION OF AGE-SPECIFIC FERTILITY FROM THE INCREMENT OF COHORT PARITIES BETWEEN TWO SURVEYS

## 1. Basis of method and its rationale

Data on children ever born tabulated by standard five-year age group of women for a single census or survey convey much information about the past fertility experience of the women. Unfortunately, however, if fertility has been changing, it is not possible to use the average parities of women in different age groups to
obtain estimates of the age patterns of either cohort or period fertility.

Yet, if information on children ever born is avaifable from two surveys approximately five or 10 years apart. the change in the average number of children ever borne by a particular cohort of women reflects their intercensal fertility; and it becomes possible to estimate an intercensal age-specific fertility schedule. Arretx ${ }^{9}$ developed a method for using such information with a 10 -year interval between the surveys; Coale and Trussell recently developed an elegant method based on the concept of the hypothetical cohort for using such information with an interval of five or 10 years between the surveys. The latter method is relatively simple and a variant of it is described here, illustrated by cases with such intervals.

The general warning given in subsection A. 2 about the use of information on children ever born in estimating fertility should be kept in mind in this instance. There is a distinct tendency, even in countries with otherwise reasonably good data, for older women to omit some of their children, perhaps those who have died or those who have left home. As a result, average parities often fail to increase at a plausible rate, or may even decrease after age 35 or 40 . The calculation of agespecific fertility rates from parities that suffer from such a degree of omission will result in underestimates of the fertifity of older women; and if the error is relatively minor, its effects may not be obvious. Thus, fertility estimates based on average parities of older women must be interpreted with caution, particularly if they indicate low fertility in relation to that estimated from the reports of younger women. Average parities for a hypothetical cohort are in fact very sensitive to changes in parity reporting from one survey to the other, and the calculation of such parities provides a useful consistency check of the raw data.
The method based on the increment of cohort parities between two surveys estimates the average age-specific fertility rates in effect during the intersurvey period by constructing the average parities of a hypothetical, intersurvey cohort; a cumulated fertility schedule is then derived from these parities by interpolation, and agespecific fertility rates are obtained from cumulated fertility by successive subtraction.

The method is intended for situations in which it is possible to calculate average parities by age group of women for two points in time approximately five or 10 years apart. If the interval between the surveys is five years, the women in any five-year age group at the second survey represent the survivors of the women in the next younger five-year age group at the first survey. The difference in the average parity of the cohort between the first and the second surveys reflects its childbearing experience between the two surveys, if it is assumed that the women who died or migrated between the two surveys had, on average, lifetime fertility that

[^34]was not systematically different from that of the native women who remained. By cumulating the intersurvey parity increments, it is possible to estimate average parities for a hypothetical cohort experiencing throughout its hypothetical lifetime the age-specific fertility rates in effect during the intersurvey period. If the length of this period is 10 years, a five-year age group at the second survey represents the survivors of the five-year age group who were two groups younger at the first survey; and it is still possible to calculate the cohort parity increment for each cohort in order to construct the average parities of a hypothetical intersurvey cohort. The method may be applied when the data come entirely or partially from nationally representative sample surveys, for although cohorts of particular individuals will not be identical on each occasion, their average parities will be representative of those of the sampled female population.

It is worth noting that athough the strength of the intercensal parity evolution method is its robustness to changing fertility, the technique presented here can also be used to estimate age-specific fertility rates using parity data from only one census or survey when fertility has not been changing during the reproductive life spans of the women concerned. It may also be mentioned that the two data sets need not refer to two points exactly five or 10 years apart. Unless fertility is changing very rapidly, a four-year interval or an 11-year interval will provide reasonable estimates. In such a case, one is no longer following a cohort from survey to survey, but this factor is not very important because the average parity of an age group will not change rapidly from one year to the next.

A final general observation is that if the required information is available, the El-Badry correction procedure to estimate the level of non-response, described in annex II, should be applied when calculating average parities by age group. For a further discussion of the treatment of women whose parity is not stated, see subsection A.2.

## 2. Fertility estimation from the increment of cohort parities between two surveys

## (a) Data required

The data required for this method are described below:
(a) Children ever born classified by five-year age group of mother for two points in time approximately five or 10 years apart;
(b) Number of women aged 15-49, classified by fiveyear age group for the same two points in time.

## (b) Computational procedure

The computational procedure is slightly different if the intersurvey period is five years than if it is 10 years in length. However, the only difference occurs in step 2, where the average parities of the hypothetical cohort are derived. Therefore, two versions of step 2 are described
here: step 2A to be used with a five-year interval; and step 2B to be used with a 10 -year interval. All other steps are described once.

Step 1: calculation of average parities for both surveys. The observed average parities from the first survey are denoted by $P(i, 1)$ and those from the second survey by $P(i, 2)$, where $i=1$ indicates age group $15-19 ; i=2$ the 20.24 age group; and so on. In both cases, the average parities are computed by dividing the reported number of children ever born to women in age group $i$ by the total number of women in age group $i$. See, however, the discussion in subsection A. 2 concerning the treatment of women whose parity is not stated and the possible application of the El-Badry correction (annex II).

Step 2A: calculation of average parities for a hypothetical cohort: five-year intersurvey period. The survivors of cohort $i$ at the first survey belong to age group $i+1$ at the second survey; and the parity increment for thecohort, denoted by $\Delta P(i+1)$, is equal to the average parity of the cohort at the second survey minus that at the first survey. That is,

$$
\begin{equation*}
\Delta P(i+1)=P(i+1,2)-P(i, 1) . \tag{C.1}
\end{equation*}
$$

Such parity increments are calculated for values of $i$ from I to 6 ; the value of $\Delta P(1)$, corresponding to $i=0$, may also be calculated from equation (C.1), with $P(0,1)$, the average parity at the first survey of women aged 10-14, being taken as equal to zero; this is equivalent, of course, to taking $\Delta P(1)$ as being directly equal to $P(1,2)$.

Once the cohort parity increments have been obtained from equation (C.1), the average parities for the hypothetical cohort are obtained by successive summation of the increments. Thus, on the basis of intersurvey fertility, the parity of women in age group 1. denoted by $P(1, s)$, is equal to $\Delta P(1)$, or, as it may also be written, $P(1,2)$; the parity of women in age group 2 is equal to the intersurvey parity for age group 1 plus the intersurvey parity increment for age group 2 at the second survey; this increment is $\boldsymbol{\Delta P}(2)$, so

$$
P(2, s)=\Delta P(1)+\Delta P(2)
$$

In general terms, one may write:

$$
\begin{equation*}
P(i, s)=\sum_{j=1}^{i} \Delta P(j) \tag{C.2}
\end{equation*}
$$

Step 2B: calculation of average parities for a hypothetical cohort: 10-year intersurvey period. In this case, the survivors of the initial cohort of age group $i$ at the time of the first survey will be the women in age group $i+2$ at the time of the second survey, and the hypotheticalcohort parities are obtained by the cumulation of two parallel sequences of cohort parity increments. The parity increments are obtained by subtracting from the average parity of women of age group $i+2$ at the
second survey the average parity of the women of age group i at the first survey. Thus,

$$
\begin{gather*}
\Delta P(i+2)=P(i+2,2)-P(i, 1) \\
\text { for } i=1, \ldots, 5 \tag{C.3}
\end{gather*}
$$

$\Delta P(1)$ and $\Delta P(2)$ are simply put equal to $P(1,2)$ and $P(2,2)$, respectively (this procedure will distort the results slightly when fertility is changing very rapidly). Hypothetical-cohort parities for even-numbered age groups are obtained by summing the parity increments for even-numbered age groups, whereas those for oddnumbered age groups are obtained by summing parity increments for odd-numbered age groups. Thus, for even numbers,

$$
\begin{align*}
& P(2, s)=\Delta P(2)  \tag{C.4}\\
& P(4, s)=\Delta P(2)+\Delta P(4) \tag{C.5}
\end{align*}
$$

and

$$
\begin{equation*}
P(6, s)=\Delta P(2)+\Delta P(4)+\Delta P(6) \tag{C.6}
\end{equation*}
$$

whereas

$$
\begin{align*}
& P(1, s)=\Delta P(1)  \tag{C.7}\\
& P(3, s)=\Delta P(1)+\Delta P(3)  \tag{C.8}\\
& P(5, s)=\Delta P(1)+\Delta P(3)+\Delta P(5) \tag{C.9}
\end{align*}
$$

and

$$
\begin{equation*}
P(7, s)=\Delta P(1)+\Delta P(3)+\Delta P(5)+\Delta P(7) \tag{C.10}
\end{equation*}
$$

where $P(i, s)$ is the hypothetical average parity for age group $i$.
Step 3: interpolation between the hypothetical-cohort parities to estimate cumulated fertlity. Average parities for the hypothetical cohort calculated in the previous step can be used to estimate cumulated fertility up to the exact ages of interest. The process of estimation followed is directly linked to that used in subsection B. 2 (c) to estimate average parities from observed cumulated fertility. Indeed, it can be said that this process is just the inverse of that described in subsection B. 2 (c), since the problem now is to go from average parities to cumulated fertility, while the P/F estimation method yields estimates of average parities from cumulated fertility.

One interpolation procedure described in subsection B. 2 (c) fitted a second-order polynomial to sections of the cumulated fertility schedule and average parities were computed by integrating this polynomial over the desired age range. Hence, average parities can be approximated by integrals of polynomials whose coefficients define the shape of the cumulated fertility schedule, thus providing a means of estimating a value of this schedule at any exact age within the fitting range. Following this principle, an expression allowing the esti-
mation of cumulated fertility from observed parities was obtained by fitting a third-order polynomial to successive average parities. It has the form:

$$
\begin{gather*}
\phi(i, s)=0.9283 P(i, s)+0.4547 P(i+1, s) \\
-0.0585 P(i+2, s)-0.3245 \phi(i-1, s) \\
\text { for } i=1, \ldots, 5 \tag{C.11}
\end{gather*}
$$

where $\phi(i, s)$ is fertility cumulated up to the upper limit of age group $i$.
When the performance of this estimating equation was tested by using the Coale-Trussell model fertility schedules, it was found that it did not perform very satisfactorily at the upper extreme of the fertile period. Therefore, an empirically derived correction was introduced to estimate $\phi(6, s)$, resulting in the following equation:

$$
\begin{align*}
\phi(6, s)= & 0.0209 P(4, s)-0.5574 P(5, s)+1.0478 P(6, s) \\
& +0.2869 P(7, s)+0.2018 \phi(4, s) . \tag{C.12}
\end{align*}
$$

Unfortunately, no satisfactory correction was found for estimating $\phi(7, s)$ based on polynomial fits. Yet, since fertility rates are usually very low at ages 45 and older, it is recommended that $\phi(7, s)$ be estimated directly from the observed $P(7, s)$ by using the following equation:

$$
\begin{equation*}
\phi(7, s)=1.007 P(7, s) \tag{C.13}
\end{equation*}
$$

Step 4: calculation of intersurvey age-specific fertility rates. Intersurvey age-specific fertility rates, $f(i, s)$, are calculated by subtracting the cumulated fertility to the lower boundary of age group $i$ from that to the upper boundary of the same group and dividing the difference by five. Thus, in general:

$$
\begin{equation*}
f(i, s)=(\phi(i, s)-\phi(i-1, s)) / 5 . \tag{C.14}
\end{equation*}
$$

Note that cumulated fertility to age 15 , which is denoted by $\phi(0, s)$, is generally assumed to be zero.
Step 5: calculation of total fertility and the birth rate. The estimated total fertility for the intersurvey period is equal to $\phi(7, s)$. To obtain an estimate of the birth rate, the mid-period female population classified by five-year age group and the mid-period total population are required. Both can be obtained by averaging, when censuses are available for the beginning and the end of the period. Then, the births occurring at the middle of the intersurvey period can be found by multiplying the estimated mid-period female population by the relevant intersurvey age-specific fertility rates and summing over all age groups. The birth rate is then obtained by dividing the iotal number of births by the mid-period population. However, when adequately spaced censuses are not available, the calculation of an acceptable midperiod population may not be possible. In such a case, birth-rate estimates may be obtained independently for the first and second surveys using the intersurvey age-

| $\begin{aligned} & \text { Age } \\ & \text { (II) } \end{aligned}$ | Index <br> (2) | 1960 |  | 1970 |  | 3973 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Fineve } \\ & \text { Pqumation } \\ & \text { (3) } \end{aligned}$ | Culder ewe born (4) | $\qquad$ | Culdiven ewe hon (6) | $\qquad$ | Cuiven (f) |
| 15.19....... | I | 1236294 | 88610 | 1885371 | 246839 | 13329 | 1698 |
| 20-24........ | 2 | 1204153 | 1038074 | 1361717 | I 353569 | 10304 | 9108 |
| 25-29........ | 3 | 1046464 | 2402581 | 1143377 | 2754376 | 8008 | 17027 |
| 30-34........ | 4 | 869876 | 3290345 | 1077088 | 4112920 | 6561 | 22866 |
| 35-39....... | 5 | 679940 | 3388799 | 957607 | 4866424 | 6400 | 29821 |
| 40-44 ........ | 6 | 563812 | 3232209 | 766332 | 4537467 | 5546 | 31595 |
| 45-49 ........ | 7 | 482966 | 2855997 | 597454 | 3656488 | 4521 | 28537 |

specific fertility rates obtained in step 4 and their average may be used as an estimate of the intersurvey birth rate.

## (c) Detailed examples

Information on children ever born classified by age of mother is available from the 1960 and 1970 censuses of Thailand and from a large sample survey conducted in 1975. The 10 -year cohort parity increment procedure may be applied between 1960 and 1970, and the fiveyear method between 1970 and 1975. The basic data are shown in table 32.

First to be considered are the calculations in the case of the 10 -year interval in order to retain historical order.

Step 1: calculation of average parities for both surveys. Average parities are obtained by dividing the number of children ever born, classified by age group of women (shown in columns (4) and (6) of table 32 for 1960 and 1970, respectively), by the total number of women in each age group (shown in columns (3) and (5) of table 32 for 1960 and 1970, respectively). Results are shown in table 33; but, as an example, the average parity of women aged $25-29$ in 1960 is obtained as

$$
\begin{aligned}
P(3,1) & =2,402,581 / 1,046,464 \\
& =2.2959
\end{aligned}
$$

Step 2B: calculation of average parities for a hyporhetical cohort: 10-year intersurvey. Using equation (C.3), cohort parity increments are calculated by subtracting from each recorded parity in 1970 the parity of the corresponding cohort, 10 years younger, in 1960. Thus, in the case of age group 30-34 in 1970,

$$
\begin{aligned}
\Delta P(4) & =P(4,2)-P(2,1) \\
& =3.8186-0.8621 \\
& =2.9565 .
\end{aligned}
$$

Values of $\triangle P(i)$ for all age groups are shown in column (5) of table 33. Note that for age groups 1 and 2 , the parity increment is taken as being equal to the observed parities for age groups I and 2 at the time of the second census.

Once the cohort parity increments have been calculated, the average parities for hypothetical cohorts are obtained by summation, as shown in equations (C.4)(C.10). The average parities for even-numbered age groups are obtained by summing even-numbered cohort parity increments; thus, to calculate $P(4, s)$, using equation (C.5),

$$
\begin{aligned}
P(4, s) & =\Delta P(2)+\Delta P(4) \\
& =0.9940+2.9565 \\
& =3.9505 .
\end{aligned}
$$

For odd-numbered age groups, average parities for a hypothetical cohort are obtained by summing oddnumbered cohort parity increments; thus, to calculate $P(S, s)$, using equation (C.9),

$$
\begin{aligned}
P(5, s) & =\Delta P(1)+\Delta P(3)+\Delta P(5) \\
& =0.1309+2.3373+2.7860 \\
& =5.2542 .
\end{aligned}
$$

Table 33. Average parities fon 1960 and 1970, cohort parity inceements and average parities for the intersurvey hypothetical cohort, Thalland

|  | $\begin{gathered} \text { Index } \\ \text { (2) } \\ \text { (2) } \end{gathered}$ | Anuapeparly |  | $\begin{gathered} \text { Cobort pasity } \\ \text { anctuens } \\ \hline \end{gathered}$ | Hyporketicat. conar powty$\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $1960$ (3) | $\begin{aligned} & 1970 \\ & \text { (4) } \\ & \hline \end{aligned}$ |  |  |
| 15-19. | 1 | 0.0717 | 0.1309 | 0.1309 | 0.1309 |
| 20-24 ......, | 2 | 0.8621 | 0.9940 | 0.9940 | 0.9940 |
| 25-29....... | 3 | 2.2959 | 2.4090 | 2.3373 | 2.4682 |
| 30-34....... | 4 | 3.7825 | 3.8186 | 2.9565 | 3.9505 |
| 35-39 ........ | 5 | 4.9840 | 5.0819 | 2.7860 | 5.2542 |
| 40-44 ....... | 6 | 5.7328 | 5.9230 | 2.1385 | 6.0890 |
| 45-49........ | 7 | 5.9135 | 6.1201 | \$.1361 | 6.3903 |

Column (6) of table 33 shows the hypothetical-cohort average parities for the period 1960-1970.

Step 3: interpolation between the hypothetical-cohort parities to estimate cumulated fertility. Using equations (C.11)-(C.13), cumulated fertility is estimated from the average parities obtained in step 2. It is assumed that $\phi(0, s)=0.0$, so that for $i=1$ :

$$
\begin{aligned}
\phi(1, s)= & 0.9283(0.1309)+0.4547(0.9940)- \\
& 0.0585(2.4682)=0.4291
\end{aligned}
$$

For other values of $i$, previously estimated $\phi$ values are used as input in equation (C.11). For example:

$$
\begin{gathered}
\phi(3, s)=0.9283(2.4682)+0.4547(3.9505)- \\
0.0585(5.2542)-0.3245(1.6747)=3.2367
\end{gathered}
$$

When $i=6$, equation (C.12) is used, as shown below:

$$
\begin{gathered}
\phi(6, s)=0.0209(3.9505)-0.5574(5.2542)+ \\
1.0478(6.0890)+0.2869(6.3903)+0.2018(4.6498) \\
=6.3056
\end{gathered}
$$

Lastly, for $i=7$,

$$
\phi(7, s)=1.007(6.3903)=6.4350
$$

Column (4) of table 34 displays all the $\phi(i, s)$ values.
Step 4: calculation of intersurvey age-specific fertility rates. Following equation (C.14), age-specific fertility rates are obtained from the cumulated fertility values, $\phi(i, s)$, by finding the difference between successive values of $\phi(i, s)$ and dividing the difference by five to obtain an annual rate; $\phi(1, s)$ is cumulated fertility by age 20 , so

$$
f(1, s)=\phi(1, s) / 5
$$

but thereafler,

$$
f(i, s)=(\phi(i, s)-\phi(i-1, s)) / 5
$$

To give two examples:

$$
f(1, s)=0.4291 / 5=0.0858
$$

and

$$
\begin{aligned}
f(6, s) & =(\phi(6, s)-\phi(5, s)) / 5=(6.3056-5.7635) / 5 \\
& =0.1084
\end{aligned}
$$

Column (5) of table 34 shows the complete set of $f(i, s)$ values.

Step 5: calculation of total fertility and the birth rate. Total fertility estimated for the intersurvey period is immediately available, being equal to $\phi(7, s)$, or in this case 6.44. An approximate estimate of the birth rate can be obtained by estimating the mid-period female population of each age group by adding the 1960 and 1970 populations and dividing by two, then estimating an average number of annual births by multiplying the female population by the age-specific fertility rate shown in table 34, summing the births for all age groups of women, and dividing the total by the average of the 1960 and 1970 total populations. This method can be used because censuses are the sources of the basic data. As an example, the average female population for age group $25-29, N(3, s)$, is found as

$$
\begin{aligned}
N(3, s) & =(N(3,1)+N(3,2)) / 2.0 \\
& =(1,046,464+1,143,377) / 2.0 \\
& =1,094,921 .
\end{aligned}
$$

The annual number of births to women in this age group is then found by multiplying by the estimated $f(3, s)$. So, if the number of births to age group $i$ is denoted by $B(i, s)$,
$B(3, s)=N(3, s) f(3, s)=(1,094,921)(0.3124)=342,053$.
Repeating these steps for other values of $i$ and summing over all i values produces a total number of births of 1,355,416; given that the total population in 1960 was $26,257,916$ and in 1970 it was $34,397,374$, the average mid-period population is $30,327,645$, and the birth rate $b$ can be estimated as

$$
b=1,355,416 / 30,327,645=0.0447
$$

As a commentary on the results obtained, it may be

TABLE 34. AYERAOE RARITES FOR THE HYPOTHETICAL COHORT, ESTIMATED SCHEDULE OF CUMULATED FERTILITY AND AGE-SPECIFIC FERTILITY RATES. THALLAND. I960-1970

| $A_{0}$ | $\underset{\text { inde }}{\text { (2) }}$ | Hyporketicat. contrip onfly FT, 5 (3) |  | Swerarrey fervidy nave (fis) (3) | Ase.spaific fromilify note bink (6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19....... | I | 0.1309 | 0.4291 | 0.0858 | 0.0606 |
| 20-24 ....... | 2 | 0.9940 | 1.6747 | 0.2491 | 0.2781 |
| 25-29........ | 3 | 2.4682 | 3.2367 | 0.3124 | 0.3153 |
| 30-34........ | 4 | 3.9505 | 4.6498 | 0.2826 | 0.2724 |
| 35-39........ | 5 | 5.2542 | 5.7635 | 0.2227 | 0.2248 |
| 40-44 ....... | 6 | 6.0890 | 6.3056 | 0.1084 | 0.1132 |
| 45-49........ | 7 | 6.3903 | 6.4350 | 0.0259 | 0.0285 |

noted that the hypothetical-cohort average parities are higher than either of the observed values, confirming the fact that the hypothetical-cohort parities are very sensitive to changes in the level of fertility. However, they are also very vulnerable to error, especially to errors that affect one of the observed sets of average parities more than the other. Yet, when the estimated age-specific fertility rates derived from the hypothetical-cohort parities are compared with those obtained from births registered in Thailand during the intercensal period and adjusted for level as described in subsection B. 4 (d) (the figures shown in column (6) of table 34 were copied from table 19). the similarity is reassuring, although differences for the first two and the last age groups are fairly marked.
In general, whenever the additional data required exist, the procedure outlined in subsection 8.4 (c) for comparing cumulated intersurvey fertility rates with hypothetical-cohort average parities is to be preferred to
the method described here, since the former method is less sensitive to the omission of children ever born from the reports of older women.
Next to be discussed is the case of the five-year interval. As steps 1,3 and 4 are identical to those just described, merely the results obtained are given; step 2A, however, is described in detail.
Step I: calculation of average parities for both surveys. Columns (3) and (4) of table 35 show the average parities for 1970 and 1975, respectively.
Step 2A: calculation of average parities for a hypothetical cohort: five-year intersurvey period. Following equation (C.I), cohort parity increments are calculated by subtracting from each recorded parity in 1975 the parity of the corresponding cohort, five years younger, in 1970. Thus, in the case of age group $30-34$ in 1975,

$$
\Delta P(4)=P(4,2)-P(3,1)=3.4851-2.4090=1.0761 .
$$

Table 35. Avenage parities for 1970 and 1975, COHORT PARITY INCEEMENTS AND HYPOTHETICAL.COHORT AVERAGE PARITIES, THAELAND

| $\begin{aligned} & \text { Age } \\ & \text { sob } \\ & \hline \text { III } \end{aligned}$ | $\begin{gathered} \text { Index } \\ \text { (2) } \end{gathered}$ | Awnasticity |  |  | Hpponteticalentort pority (6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} 1970 \\ \text { (3) } \\ \hline \end{gathered}$ | $\begin{gathered} 6975 \\ \text { (4) } \\ \hline \end{gathered}$ |  |  |
| 15-19....... | J | 0.1309 | 0.1274 | 0.1274 | 0.1274 |
| 20-24....... | 2 | 0.9940 | 0.8839 | 0.7530 | 0.8804 |
| 25-29....... | 3 | 2.4090 | 2.1262 | 1.1322 | 2.0126 |
| 30-34 ....... | 4 | 3.8186 | 3.4851 | 1.0761 | 3.0887 |
| 35-39........ | 5 | 5.0819 | 4.6595 | 0.8409 | 3.9296 |
| 40-44 ........ | 6 | 5.9210 | 5.6969 | 0.6150 | 4.5446 |
| 45-49....... | 7 | 6.3201 | 6.3121 | 0.3911 | 4.9337 |

Values of $\Delta P(i)$ for all cases are shown in column (5) of table 35. It shoutd be noted that $\Delta P(1)$ is put equal to $P(1,2)$.

Average parities for hypothetical cohorts are obtained by cumulating successive cohort parity increments. According to equation (C.2),

$$
P(i, s)=\sum_{j=1}^{i} \Delta P(j) .
$$

Thus. $P(4, s)$ is obtained by summing the values of $\Delta P(i)$ from 1 to $4:$

$$
\begin{aligned}
P(4, s) & =\Delta P(1)+\Delta P(2)+\Delta P(3)+\Delta P(4) \\
& =0.1274+0.7530+1.1322+1.0761 \\
& =3.0887
\end{aligned}
$$

Other values are obtained in a similar fashion, and the complete set of average parities for the hypothetical cohort is shown in column (6) of table 35. Note that in the case of a five-year intersurvey interval, there is only one chain of summation.

Step 3: interpolation between the hypothetical-cohort parities to estimate cumulated fertility. As in the case of a 10 -year interval, cumulated fertility is estimated by using equations (C.11)-(C.13). When $i=\mathrm{I}, \boldsymbol{\phi}(0, s)$ is
table 36. Hypotheticalcohort average parities. estimated schedule of cumulated fextlity and agesfecific featility rates. Thailand, 1970-1975

| Agr | $J_{i}+$ <br> (2) |  |  | $\begin{gathered} \text { Age greific } \\ \text { fintity } \\ \text { Mys) } \\ (s) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| 15-19. | 1 | 0.1274 | 0.4008 | 0.0802 |
| 20-24........ | 2 | 0.8804 | 1.4217 | 0.2042 |
| 25-29....... | 3 | 2.0126 | 2.5815 | 0.2320 |
| 30-34....... | 4 | 3.0887 | 3.5505 | 0.1938 |
| 35-39....... | 5 | -3.92\% | 4.2734 | 0.1446 |
| 40-44........ | 6 | 4.5446 | 4.7686 | 0.0990 |
| 45-49 ........ | 7 | 4.9357 | 4.9702 | 0.0403 |

assumed to equal zero. In other cases, the application is straightforward. The complete set of $\phi(i, s)$ estimates is shown in column (4) of table 36.
Step 4: calculation of intersurvey age-specific fertility rates. Age-specific fertility rates are obtained by subtracting fertility cumulated to the lower boundary of each age group from that cumulated to the upper boundary and dividing the result by five, as shown in equation (C.14). For example,

$$
\begin{aligned}
f(2, s) & =(\phi(2, s)-\phi(1, s)) / 5 \\
& =(1.4217-0.4008) / 5 \\
& =0.2042 .
\end{aligned}
$$

Column (5) of table 36 shows the full set of intersurvey fertility rates $f(i, s)$.

Step 5: calculation of total fertility and the birth rate. Total fertility is equal to the value of phi $(7, s)$, that is, 4.97. It is more dificult in this case to estimate the birth rate, since the 1975 population comes from a sample survey, and the mid-period population cannot be obtained by averaging the 1970 and 1975 populations. However, an approximate estimate of the birth rate during the period between the surveys can be obtained by calculating the birth rates for 1970 and for 1975 implied by the intersurvey fertility rates and averaging them. The births in 1970 (not an estimate of the true number of births in 1970, but rather the number of births that would have occured in 1970 given the intersurvey fertility schedule) are obtained by summing the products of the enumerated female population appearing in column (5) of table 32 and the estimated age-specific fertility rates given in column (5) of table 36; then the birth rate is found by dividing this sum by the total 1970 population. The total births are $1,141,687$, and the total enumerated population is $34,397,374$, so the estimated birth rate is 0.0332 : The births for 1975 are estimated by summing the products of the 1975 female population (column (7) of table 32) and the estimated fertility rates (column (5) of table 36) to give 7,959 births; since the total survey population in 1975 was 230,060 , the estimated birth rate is 0.0346 . Therefore, an estimate of the intersurvey birth rate is obtained by averaging these two, giving a final value of 0.0339 .
To conclude, it may be mentioned that whereas between 1960 and 1970 every average parity for the hypothetical cohort was higher than the recorded parities for the beginning-point and end-point, between 1970 and 1975 the hypothetical-cohort average parities were lower than the parities recorded for the beginning-point or end point. The suitability of this method for situations in which fertility is changing is thus clearly demonstrated; it must be remembered, however, that the results will be seriously distorted if children ever born tend to be omitted from the reports provided by their mothers or if the extent of such omission changes from one survey to the next.

## D. ESTIMATION OF FERTILITY FROM INFORMATION ON CHILDREN EVER BORN CLASSIFIED BY DURA. TION OF MARRIAGE

## 1. Basis of methods and their rationale

Most of the methods proposed for estimating fertility schedules from data on children ever born are not robust to the presence of substantial age-misreporting. If in a given population there is less distortion in the reporting of marriage duration than in the reporting of age, a method that estimates fertility schedules by using data on children ever bom classified by duration of marriage may yield better fertility estimates than a method based on data classified by age. An additional advantage of a duration-based method derives from the fact that fertility schedules by duration of marriage are more uniform
than schedules by age, making the method more robust to recent changes in marriage patterns.

Coale, Hill and Trussell ${ }^{10}$ propose one such method of estimation, which is called here the " $P / P$ " ratio method". Its applicability is, however, somewhat limited by the fact that it can only be used in populations in which there is and has been very little voluntary control of fertility and in which only a small proportion of all births occurs outside marriage. On the other hand, this method does not require an essentially unchanging age at marriage.

The underlying rationale for the procedure can be stated simply. The age pattern of natural fertility, defined as marital fertility in the absence of voluntary fertility control, ${ }^{11}$ is very similar in different populations, although their levels of fertility may differ. Moreover, natural fertility does not vary much from the beginning of reproductive maturity (around age 20) until the early thirties, when a fairly steep decline begins. Therefore, populations that marry early and do not practise voluntary fertility control have rather similar patterns (though not necessarily similar levels) of fertility by duration of marriage. Hence, except for a scale factor, the sequence of average parities by duration of marriage among different populations subject to natural fertility should be similar. It should be possible, therefore, to compare the reported sequence of average parities (for durations of marriage under 5 years, of 5-9 years and of $10-14$ years) with a standard embodying the natural fertility pattern and, thus, to determine the level of natural fertility in the population in question. Marital fertility could then be estimated as equal to standard natural fertility multiplied by the estimated level in the population in question, and an estimate of the overall fertility schedule could be obtained as the product of the proportion married and the estimated marital fertility for each age group. In practice, in selecting a standard natural fertility schedule, some allowance is made for the population's distribution by age of entry into marriage and the effect this distribution has through known, though small, variations of natural fertility with age.

When using this method, a problem arises as to which women to consider. The standard schedule of average parity by duration of marriage, $P^{*}(i)$, refers only to women who are still in their first union. Thus, when estimating the level at which natural fertility is experienced, only reports of women still in their first union should be used. Of course, the estimate of fertility obtained from this type of data would not refer to all currently married women. Besides, fertility data are not commonly tabulated according to these specifications (for women still in their first union separately from the rest). Therefore, it is often necessary to use an alternative type of data. The average parities for currently married women by time elapsed since first union,

[^35]regardless of the number of unions, provides such an alternative. Use of these data makes it possible to estimate the level of natural fertility experienced by all currently married women, but the effect of "dead time" between unions will affect the ratios of the observed average parities by duration groups, $P(i)$, to the corresponding parities derived from the standard, $P^{*}(i)$. These ratios are denoted by $R(i)$, where $i$ determines the duration of marriage group. I denoting duration group 0-4, 2 duration group 5-9 and so on. The "dead time" effect will increase with marriage duration, since the probability of marital dissolution, at least through widowhood, increases with the time elapsed since first union, while the rapidity of remarriage may decrease. If marriages are fairly stable, however, this effect (a tendency for the $R(i)$ ratios to decline with $i$ ) will be small; and the use of data for all currently married women is probably the best option if they are available. The third possibility is to. use average parities for ever-married women. In this case, the problem of "dead time" between or after unions will be more serious, and the tendency for the $R(i)$ ratios to dectine with $i$ will be more marked. The use of a level (or adjustment factor) of natural fertility based on the first three duration groups to estimate the fertility of ever-married women of all age groups will overestimate the fertility of the older age groups, where the proportion currently married is lower. This third possibility should not be used unless the data are only tabulated for ever-married women. In cases of this type, however, although parity information may only be available for ever-married women, the data on marital status may show currently married women classified by five-year age group. Then the expected biases in the final estimates of age-specific fertility rates may be minimized by a combination of two strategies: selecting an adjustment factor for natural fertility on the basis of the first three duration groups; and using the observed proportions of currently married women to weight the adjusted natural fertility schedule.
As in the case of the method that used data on children ever born classified by age, the different adjustment factors obtained by evaluating the ratios of the observed over the expected parities corresponding to a given duration group should be approximately equal for the different duration groups. Large differences between the ratios corresponding to different duration groups reveal either that the assumptions are not satisfied (for example, the population is not subject to natural fertility) or that the data may be affected by substantial misreporting.
Because the $P / P^{*}$ method is applicable only to populations in which there is little practice of voluntary birth control and in which childbearing by women not currently married is infrequent, it should not be used (at least not without major ad hoc adjustments) for parts of Africa and Latin America where several forms of cohabitation other than recognized marriage are prevalent and where a significant proportion of all births are illegitimate.
Furthermore, this method is not applicable without
modification to populations, such as that of India, in which many marriages occur before the age of menarche and where there is no close relation between the age at marriage and the age at which exposure to the risk of conception begins. In some Mustim populations to which this method is potentially applicable (with natural fertility and very little illegitimacy), the date of marriage for many couples precedes the beginning of cohabitation. As a result, the observed average parities by duration of marriage are lower than would be expected, especially during the first five-year duration interval, in which the proportion of childiess women is higher than would be expected in a population not practising contraception. A procedure for adjusting estimates of fertility to allow for the effects of delay in cohabitation after marriage is described by Coale, Hill and Trussell. ${ }^{12}$
The converse problem is that in countries where consensual unions form a sizeable proportion of all unions, the duration of marriage reported may be that of the current union or the time elapsed since the beginning of the first stable union, rather than that elapsed since the first union. In such cases, the average parity for each duration group, and for the first group in particular, will be too high. A procedure for estimating the average extent of any non-correspondence between reported duration of marriage and apparent duration of cohabitation from the proportions of women with at least one child in duration groups 1 and 2 is also described by Coale, Hill and Trussell. ${ }^{13}$
None of the adjustment procedures that may be applied to the basic data before using the $P / P^{*}$ method are described in this Manual. The main reason for this omission is that most of today's populations are unlikely to be subject to natural fertility within marriage and to lack, at the same time, acceptable information on the pattern of marital fertility they experience.
If data aliowing the estimation of the pattern of marital fertility are available in the form of births occurring during a given year classified by the mother's duration of marriage, another method, analogous to that described in subsection B.2, can be used to compare period fertility rates with reported average parities and to adjust the level of the former rates by that of the latter. Once again the cumulated period fertility rates will refer to the end-point of each duration group and will therefore not be strictly comparable to average parities, but parity equivalents, $G(i)$, may be obtained by interpolating between consecutive cumulated fertility values. Indeed, the interpolation process will be much more satisfactory than in the case of data classified by age, since the cumulated duration-specific fertility schedule is likely to be more regular than the cumulated age-specific fertility schedule. Furthermore, this method will be less affected by changing age at marriage than will the method based on data classified by age; and it does not require that marital fertility follow the pattern

[^36]of natural fertility. This method is called the "P/G method".

However, the $P / G$ method is not immune to the effects of errors frequently present in the basic data. Two types of errors are common:
(a) Women with no children are incorrectly recorded as being among those whose parity is not stated. The presence of this type of error is revealed by a sharp decline in the proportion of women of unknown parity with increasing age or duration of marriage, paralleling the genuine decline of the proportion of childless women. If the cases classified as "parity unknown" are onitted from the calculations, average parity is overestimated, particularly at duration 0-4, whereas if all such women are assigned a parity of zero, average parity is underestimated. El-Badry ${ }^{14}$ proposed a method of adjustment, described in annex II;
(b) Misstatement of the time elapsed since first union (duration of marriage). This error biases the values of average parity in two duration intervals (both the true interval and that to which the woman is mistakenly assigned), because the transfer of women from one interval to another is usually selective with respect to their parity. For example, the women who falsely report a duration of first marriage as 5-9 years rather than 0-4 very probably belong near the upper boundary of the lower interval and are of generally higher parity than the average for their true interval but of lower parity than the average for the interval in which they are reported. An upward transfer-an overstatement of duration-thus introduces a downward bias in the recorded average parity for both duration groups. Similarly, a downward transfer is likely to inflate the recorded average parity for both, and some mixture of these two types of transfer will tend to reduce the differential in average parity between the two duration groups.

Errors in stated duration of marriage are analogous to errors of reference period in the reporting of events during a fixed interval, such as the past year, and to misstatements of age or of a child's date of birth. The extent and direction of the bias probably depend upon the wording of the question by which duration is ascertained, as well as upon the education of the enumerator and respondent, and upon the general cultural context. It is not clear which way of collecting data on duration-a question on date of first marriage, time elapsed since first marriage or age at first marriage-is best, but the first method seems likely to be least affected by rounding errors.

Lastly, when data on current fertility and parity information are obtained from different sources it is important to verify that duration of marriage is measured in the same way in both. If, for example, the first source records duration of current marriage while the second measures time elapsed since first marriage, the basic

[^37]data would be incompatible and should not be used as input for the $P / G$ method.

## 2. Estimation of level of natural fertility from reported parity by duration of marriage

(a) Data required

The data listed below are required for this method:
(a) A value of $a_{0}$, the earliest age at which a significant number of marriages take place;
(b) The female population classified by five-year age group and marital status (single, married, widowed and divorced);
(c) The number of children ever born classified by the duration of first marriage and current marital status of their mothers;
(d) The total population.

## (b) Computational procedure

The steps of the computational procedure are given below.

Step 1: calculation of reported average parities by duration of marriage. In the calculation of the reported average parities, $P(i)$, the index $i$ refers to the different duration groups. Thus, $i=1$ indicates duration group $0-4 ; i=2$, duration group 5-9; and $i=3$, duration group 10-14. $P(i)$ is defined as the ratio of the number of children ever born to currently married women in duration group $;$ to the number of currently married women belonging to the same group. If data for currently married women are not available, data for ever-married women may be used. However, as stated above, use of the latter data may introduce some undesirable biases (see subsection D.1). Furthermore, if the proportion of currently married (or ever-married) women whose parity was not stated is non-trivial, the question arises as to the way in which these cases should be treated. For guidelines about the treatment of women whose parity is not stated, refer to subsection A. 2 and annex II (El-Badry's correction).

Step 2: calculation of the female singulate mean age at marriage. The female singulate mean age at marriage, $S M A M$, is calculated from the proportions single, classified by age group, as described in detail in annex $I$.

Step 3: calculation of expected average parities by duration of marriage. To calculate the expected average parities, $P^{*}(i)$, one needs an estimate of the female singulate mean age at marriage, obtained in step 2, and an estimate of the youngest age at which a significant number of women marry, denoted by $a_{0}$. As a rule, $a_{0}$ is not known exactly; but it can be guessed with fair accuracy from what is known about the population being studied. Its values generally fall within the range from 12 to 15 years. Therefore, if early marriages are known to take place in the given population, $a_{0}$ can be chosen to have a value of 12 or 13 . For a population in which early marriages are not common, a value of 14 or even 15 may be appropriate for $a_{0}$

Expected average parities by duration of marriage are obtained from table 37 , beginning with a round value of

Table 37. Expected average parities for selected values of the youngest age at which a significant number of women marry and of the female singulate mean age at markiage when marital fertility is experienced at the level indicatedin table 38

| $\begin{gathered} \text { Youngres }^{\text {sen }} \\ \text { minger } \\ \text { of } \\ \text { (i) } \end{gathered}$ | $\begin{gathered} \text { Jndx } \\ \text { (2) } \end{gathered}$ | Dumalion 804 (3) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{array}{r} 18 \\ 14 \\ \hline \end{array}$ | 19 <br> (5) | $\begin{array}{r} 20 \\ (6) \\ \hline \end{array}$ | $\begin{array}{r} 21 \\ (7) \\ \hline \end{array}$ | $\begin{aligned} & 72 \\ & \text { (d) } \\ & \hline \end{aligned}$ | $\begin{gathered} 23 \\ \text { (9) } \end{gathered}$ | $\begin{gathered} 24 \\ (10) \end{gathered}$ | $\begin{gathered} 25 \\ \text { (II) } \\ \hline \end{gathered}$ | $\begin{gathered} 26 \\ 112) \end{gathered}$ | $\begin{gathered} 27 \\ (13) \end{gathered}$ |
| 12............ | 1 | 0-4 | 1.072 | 1.090 | 1.097 | 1.097 | 1.091 | 1.080 | 1.066 | 1.050 | 1.032 | 1.012 |
|  | 2 | 5-9 | 3.338 | 3.337 | 3.316 | 3.279 | 3.230 | 3.171 | 3.106 | 3.036 | 2.963 | 2.888 |
|  | 3 | 10.14 | 5.500 | 5.445 | 5.364 | 5.261 | 5.141 | 5.009 | 4.868 | 4.722 | 4.575 | 4.427 |
| 13............. | 1 | 0.4 | 1.097 | 1.113 | 1.119 | 1.117 | 1.109 | 1.097 | 1.081 | 1.063 | 1.043 | 1.021 |
|  | 2 | 5-9 | 3.385 | 3.381 | 3.357 | 3.318 | 3.266 | 3.205 | 3.136 | 3.062 | 2.984 | 2.904 |
|  | 3 | 50-14 | 5.555 | 5.501 | 5.419 | 5.315 | 5.192 | 5.054 | 4.907 | 4.754 | 4.598 | 4.442 |
| 14............. | 1 | 0-4 | 1. 120 | 1.135 | 1.138 | 1.134 | 1.125 | 1.111 | 1.093 | 1.074 | 1.052 | 1.029 |
|  | 2 | 5-9 | 3.424 | 3.417 | 3.392 | 3.351 | 3.298 | 3.234 | 3.163 | 3.085 | 3.004 | 2.920 |
|  | 3 | 10.14 | 5.601 | 5.548 | 5.467 | 5.362 | 5.237 | 5.097 | 4.944 | 4.784 | 4.621 | 4.456 |
| 15............ | 1 | 0-4 | 1. 140 | 1.152 | 1.154 | 1.148 | 1.137 | 1.122 | 1.104 | 1.083 | 1.060 | 1.036 |
|  | 2 | 5.9 | 3.455 | 3.446 | 3.419 | 3.377 | 3.324 | 3.260 | 3.187 | 3.107 | 3.022 | 2.935 |
|  | 3 | 10-14 | 5.638 | 5.585 | 5.505 | 5.402 - | 5.278 | 5.137 | 4.981 | 4.816 | 4.644 | 4.472 |

$a_{0}$, and then estimating $P^{*}(1), P^{*}(2)$ and $P^{*}(3)$ by interpolation between columns, using the observed value of the female singulate mean age at marriage.

Step 4: selection of an adjustment factor. To select the adjustment factor, $K$, the values of $R(i)$ are calculated as the ratios of the reported parities to the expected parities for each duration group $i$. Thus,

$$
\begin{equation*}
R(i)=P(i) / P^{*}(i) . \tag{D.I}
\end{equation*}
$$

The $R(i)$ values thus indicate the level of the reported average parities in relation to the level of the expected parities based on a natural fertility schedule. Three values of $R(i)$ are computed in each case, one for each of the duration categories under consideration. Ideally, all three values should be similar; and if they are, an average of the three may be selected as a final adjustment factor, $K$, to allow for the level of natural fertility in the population being studied. When the values of $R(i)$ are not similar or show a clear increasing and decreasing trend with $i$, the method in its simplest form should not be used. In such a case, it may be necessary to correct the original data by using some of the procedures mentioned in subsection D.I.

Step 5: calculation of adjusted age-specific marital fertility schedule. Once an adjustment factor, $K$, has been successfully identified, an adjusted age-specific marital fertility schedule, $g(j)$, for the population in question

Tadle 38. AGE-sfecific makital fertility Rates when natual FERTILITY IS EXPEREENCED AT THE STANDARD LEVEL

| $40^{100}$ | (2) | Mevinal fordity ne (6) (3) |
| :---: | :---: | :---: |
| 10-14............................ | 0 | 0.1350 |
| 15-19............................ | 1 | 0.4112 |
| 20-24 ............................ | 2 | 0.4694 |
| 25-29 ............................. | 3 | 0.4418 |
| 30-34 ............................ | 4 | 0.3988 |
| $35-39$............................. | 5 | 0.3226 |
| 40-44............................ | 6 | 0.1668 |
| 45-49 ............................ | 7 | 0.0252 |
| Total marital fertility $\qquad$ |  | 11.8540 |

is calculated by multiplying the model natural fertility schedule appearing in table 38 by the adjustment factor $K$.

Step 6: calculation of adjusted age-specific fertility schedule. The adjusted age-specific marital fertility schedule estimated in step 5 may be transformed into an adjusted age-specific fertility schedule. $f(j)$, referring to the entire female population (and not just to those currently married), under the assumption that all childbearing occurs within marriage, by multiplying each marital fertility rate, $g(j)$, by the proportion of currently married women in the age group being considered. The sum of the age-specific fertility rates, $f(j)$, thus obtained, multiplied by five, provides an estimate of total fertility.

Step 7: calculation of adjusted birth rate. An adjusted birth rate is oblained by adding the products of the estimated age-specific marital fertility schedule obtained in step 5 and the number of currently married women in different age groups and dividing this total (which is an estimate of the total number of births) by the total population.

## (c) A detailed example

Tables 39 and 40 show data obtained from the 1976 census of Egypt. Because the incidence of illegitimate births is very low in the Egyptian population and because there is little evidence substantiating the existence of a fertility decline within marriage, the method described below may be used to estimate agespecific fertility rates.

The steps of the computational procedure are given below.

Step 1: calculation of reported average parities by dura-
Table 39. Childaen ever born and ever-married women. by time ELAFSED SINCE FIRST MARRIAGE, EGYPT. 1976

| Ducation (I) | Indrx <br> (2) | Ever-married monwr <br> (1) | Chitan ewr borth 14) |
| :---: | :---: | :---: | :---: |
| 0-4 .............................. | 1 | 1244606 | $964 \% 62$ |
| 5-9 .............................. | 2 | 1121552 | 2615104 |
| 10-14. | 3 | 1078492 | 3908481 |

TaRLe 40. Never-married women and total numder of women, oy age orour. Egyft. 1976

| 售 | $\begin{gathered} \ln +x \\ i \\ i(2) \end{gathered}$ |  |  |  | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19.............. | 1 | 1540388 | 1849952 | 0.8327 | 0.1617 |
| 20-24.......................... | 2 | 605528 | 1556231 | 0.3891 | 0.5899 |
| 25-29................................. | 3 | 190214 | 1359752 | 0.1399 | 0.8268 |
| 30-34........................... | 4 | 76995 | 1088690 | 0.0707 | 0.8774 |
| 35-39 ........................... | 5 | 48737 | 1027457 | 0.0474 | 0.8756 |
| 40-44 ........................... | 6 | 46062 | 944083 | 0.0488 | 0.8096 |
| 45-49 ........................... | 7 | 28491 | 736495 | 0.0387 | 0.7681 |
| 50-54 ............................ | 8 | 33259 | 739863 | 0.0450 | 0.6217 |

tion of marriage. The values of the reported average parities, $P(i)$, are obtained by dividing each of the entries in column (4) of table 39 (number of children ever born) by the corresponding entries in column (3) of that table (number of women ever married in each duration group). Column (3) of table 41 shows the final set of parities. As an example, $P(2)$ is calculated here:

$$
P(2)=2,615,104 / 1,121,552=2.3317 .
$$

Table 41. Reforteb and expected average palities, by duration OF marrlage, EgYft 1976

| Drates (1) | $\begin{gathered} \text { 1.atx } \\ \text { (2) } \end{gathered}$ | $\begin{aligned} & \text { Aquoned } \\ & \text { Priny } \end{aligned}$ (3) |  |  Eationdmity (3) |
| :---: | :---: | :---: | :---: | :---: |
| 0-4.............................. | I | 0.772 | 1.127 | 0.69 |
| 5-9.............................. | 2 | 2.332 | 3.312 | 0.70 |
| 10-14............................ | 3 | 3.624 | 5.270 | 0.69 |

It should be noted that in this case data for evermarried women are used because the data for children ever born by duration of marriage were not tabulated by current marital status.

Step 2: calculation of female singulate mean age at marriage. The singulate mean age at marriage for females is calculated from the proportion of females single in each age group, as is explained in annex I. The proportions single are shown in column (5) of table 40. They are calculated by dividing the entries in column (3) by those listed in column (4) of that table. As an example, the proportion single in age group $30-34$, denoted by $U(4)$, is calculated below:

$$
U(4)=76,995 / 1,088,690=0.0707 .
$$

Following the procedure described in detail in annex I, with $R N=U(7)$, the value of the singulate mean age at marriage for females is calculated to be 21.74 years.
Step 3: calculation of expected average parities by curation of marriage. Female marriage is known to take place somewhat late in Egypt, so $a_{0}$ was assumed to be 14. The expected average parities, $P^{*}(i)$, are obtained by interpolating between the values shown in table 37, given ne assumed value of $a_{0}$ and the estimated value of the singulate mean age at marriage. Table 42 illustrates the way in which this interpolation is carried out. For a description of the linear interpolation procedure, see annex IV. Since the values for $a_{0}=14$ are only given for

Table 42. Calculation of expected ayerage paaities by duration grour, Eoymi 1976

| Duratom (I) | $\begin{gathered} \text { menta } \\ \text { (2) } \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | (3) | (4) | Singurn - merr is 11.7 (S) |
| 0-4......... | 1 | 1.134 | 1.125 | 4.127 |
| 5.9......... | 2 | 3.351 | 3.298 | 3.312 |
| 10-14....... | 3 | 5.362 | 5.237 | 5.270 |

the singulate mean ages at marriage that are equal to integer numbers of years, the two singulate mean ages that bracket the observed value identify the $P^{*}(i)$ values between which interpolation is to be performed. In this case, the ages are 21 and 22. Hence, the interpolation factor $\theta$ is calculated as follows:

$$
\theta=(22-21.74) /(22-21)=0.26 .
$$

This interpolation factor is then used to weight adjacent expected parities, so that

$$
P^{*}(i)=\theta P^{*}{ }_{21}(i)+(1-\theta) P^{*}{ }_{22}(i) .
$$

The final set of expected $P^{*}(i)$ values is shown in column (5) of table 42.
Slep 4: selection of an adjustment factor. An adjustment factor, $K$, is selected from the values of $R(i)=P(i) / P^{*}(i)$, the ratios between the reported and the estimated parities at each duration interval. The values of $R(i)$ are shown in column (5) of table 41. They are clearly very consistent. Their trend does not invalidate the hypothesis made above about the similarity between the actual pattern of marital fertility in Egypt and that of natural fertility. Although recent evidence has shown that in the large urban centers of Egypt (Cairo and Alexandria) women are limiting their fertility by the use of contraceptives, their relative weight in the entire population and the recency of such practices do not seem to have affected the overall picture to a significant degree. In addition, the consistency of the observed $R(i)$ ratios does not suggest that the effect of delayed cohabitation is of importance. However, because the combined biases due to delayed cohabitation and to the adoption of fertility control may also produce the pattern seen in the $R(i)$ ratios, their importance cannot be adequately assessed on the basis of
these results. Other information is needed to make a definitive statement about fertility in the country as a whole. But, continuing with this example, the choice of the mean of the observed $R(i)$ values as adjustment factor $K$ is appropriate. Thus,

$$
K=(0.69+0.70+0.69) / 3.0=0.69
$$

Step 5: calculation of adjusted age-specific marital fertil. ity schedule. In this step, an adjusted age-specific marital fertility schedule, $g(j)$, is calculated by multiplying each entry of the schedule given in table 38 by the adjustment factor $K$ calculated in the previous step. The resulting set of $g(j)$ values is shown in column (3) of table 43. As an example, $g(5)$ is

$$
g(5)=(0.69)(0.3226)=0.2226
$$

Step 6: calculation of adjusted age-specific fertility schedule. The marital age-specific fertility schedule shown in column (3) of table 43 can be transformed into an age-specific fertility schedule referring to all women, $f(j)$, by multiplying each of the estimated marital fertility rates by the proportion of currently married women in the corresponding age group. These proportions,

Taus 43. AdJusted marital fertility and estimated ace-specific FERTILITY RATES AND NUMBER OF BIRTHS, EOYPT, 1976

| AT | $\begin{aligned} & \text { Index } \\ & \text { (i) } \end{aligned}$ | $\begin{aligned} & \text { Adyumen } \\ & \text { furtitity } \\ & \text { (i) } \\ & \text { (3) } \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 15-19....... | 1 | 0.2837 | 0.0459 | 84913 |
| 20-24....... | 2 | 0.3239 | 0.1911 | 297396 |
| 25-29....... | 3 | 0.3048 | 0.2520 | 342658 |
| 30-34....... | 4 | 0.2752 | 0.2415 | 262919 |
| 35-39....... | 5 | 0.2226 | 0.1949 | 200251 |
| 40-44....... | 6 | 0.1151 | 0.0932 | 87989 |
| 45-49........ | 7 | 0.0174 | 0.0134 | 9869 |
| TOTAL |  | 1.5427 | 1.0320 | 1285995 |

shown in column (6) of table 40, were obtained from a tabulation showing the female population classified by marital status and by age. In this step, the proportions currently married are used instead of the proportions of ever-married women in order to minimize the biases due to the fact that ever-married women have not, in general, been continuously in the married state. Thus, the estimated age-specific fertility rates appearing in column (4) of table 43 are obtained as is illustrated below in the case of $f(3)$ :

$$
f(3)=(0.3048)(0.8268)=0.2520
$$

Once age-specific fertility rates are available, total fertility is estimated as five times their sum, that is,

$$
T F=5.0(1.0320)=5.16
$$

Step 7: calculotion of adjusted birth rate. The number of births expected if currently married women in each age
group were to experience the estimated marital fertility rates, $g(j)$, shown in table 43 and if there were no illegitimate fertility can be obtained either by multiplying those rates by the number of currently married women or, alternatively, by multiplying the age-specific fertility rates derived in the previous step, $f(j)$, by the total number of women in each age group. The resulting estimated numbers of births by age group are shown in column (5) of table 43. As an example,

$$
B(5)=(0.1949)(1,027,457)=200,251
$$

By adding the number of estimated births over all ages and dividing the result by the total population, in this case $36,626,204$ persons, an estimate of the birth rate is obtained. Thus,

$$
b=1,285,995 / 36,626,204=0.035 i .
$$

## 3. Comparison of period duration-specific fertility rates with average parities by duration group

## (a) Data required

The data required for this procedure are described below:
(a) The number of children ever born, ciassified by time elapsed since first marriage of mother (five-year duration groups);
(b) The ever-married female population, classified by five-year duration of marriage group (duration of marriage should be measured as the time elapsed since first marriage);
(c) The births in a year, classified by the duration of the mother's first marriage (this information may come either from a survey question on births in the past year or date of most recent birth, or from a vital registration system).

## (b) Computational procedure

The steps of the computational procedure are given below.

Step I: calculation of reported average parities by duration of marriage. Average parities by duration of marriage, $P(i)$, are calculated by dividing the number of children ever born reported by women in duration of marriage group $i$ by the number of women in that duration group. It is important to make sure that a consistent treatment of marital status is employed: if, for example, the children ever born are reported by ever-married women, then the denominator of the average parities should also be ever-married women. If children ever born refer only to women still in their first marriage, the denominator used should be women still in their first marriage, and so on. Furthermore, if the proportion of women in the selected marital category who did not state their parity is non-trivial, a question arises as to how to treat such cases. For guide-lines about the treatment of women whose parity is not stated, refer to subsection A. 2 and to annex II on El-Badry's correction.

Step 2: calculation of duration-specific period fertility rates. These rates, denoted by $g(i)$, are calculated for each duration group $i$ by dividing the births reported to have occurred during a year to women of duration group $i$ (the births being obtained either from a question on date of most recent birth in a survey br from a vital registration system) by the number of ever-married women in duration group $i$. Note once again that consistency should be maintained with regard to the women covered; and if ever-married women were used in step. I, they should be used again in this step (in such a case, the births in a year should also refer to all ever-married women).

Step 3: calculation of cumulated ferility schectule by duration. The duration-specific fertility rates, $g(i)$, are cumulated and multiplied by five in order to estimate fertility cumulated to the upper limit of age group $i, \Gamma(i)$. Thus,

$$
\begin{equation*}
\Gamma(i)=5\left[\sum_{j=1}^{i} g(j)\right] . \tag{D.2}
\end{equation*}
$$

Step 4: estimation of average parity equivalents. Average parity equivalents, $G(i)$, are estimated by interpolation using the current fertility rates, $g(i)$, and the cumulated fertility schedule, $\Gamma(i)$. As in the case where data are classified by age, the estimation procedure uses different equations, depending upon the way in which duration of marriage has been measured. When the source of the data is a vital registration system, recorded marital duration is likely to be that at the time of the birth, and the estimation equation to be used is

$$
\begin{equation*}
G(i)=\Gamma(i-1)+2.917 g(i)-0.417 g(i+1) . \tag{D.3}
\end{equation*}
$$

Average parities are usually available only for four or five duration groups, that is, up to duration group 15-19 or 20-24. In order to exploit all the information available, the last or upper value of $G(i)$ is estimated by using the following equation:

$$
\begin{equation*}
G(i)=\Gamma(i-1)+0.417 g(i-1)+2.083 g(i) . \tag{D.4}
\end{equation*}
$$

When data on current fertility by duration of marriage come from a survey question on births in the past yeat, the recorded duration of marriage will almost certainly be that at the time of the survey and not the duration at the time of the birth; therefore, fertility rates calculated from these data will refer to duration groups shifted, on average, six months towards lower durations. Hence, a different equation to estimate parity equivalents is needed. The parallel with the case in which data are classified by age is obvious. However, the two cases are not quite the same, since in the present instance it is assumed that childbearing does not begin until marriage, and it is also assumed that if cohabitation begins with first marriage the burst of childbearing nine months after and in the following few months compensates for the period immediately following marriage during which no births occur. The first duration period
is thus only 4.5 years; and at the beginning of $i t$, cumulated fertility equals zero. Hence, for the first duration group, $0-4, G(i)$ is estimated by

$$
\begin{equation*}
G(1)=3.137 \mathrm{~g}(1)-0.324 g(2) . \tag{D.5}
\end{equation*}
$$

For subsequent duration groups, the general interpolation equations proposed by Coale and Trassell in the case of data classified by age are also used in the duration case:

$$
\begin{equation*}
G(i)=\Gamma(i-1)+3.392 g(i)-0.392 g(i+1) \tag{D.6}
\end{equation*}
$$

for $i=2,3, \ldots, j-1$, and

$$
\begin{equation*}
G(j)=\Gamma(j-1)+0.392 g(j-1)+2.608 g(j) \tag{D.7}
\end{equation*}
$$

where the index $j$ indicates the last duration group considered. Because fertility changes more smoothly with marriage duration after the first two years or so than it does with age, there is no need to resort to more sensitive, model-based interpolation procedures. The Coale-Trussell procedure based on the fitting of a second-order polynomial to cumulated fertility is adequate.
Step 5: comparison of reported average parity and average parity equivalents for duration-of-marriage groups. When marital fertility has remained reasonably constant, a comparison of reported average parities with the parity equivalents estimated on the basis of period fertility should provide a basis for adjusting current births. Such a comparison is carried out by calculating the ratios $P(i) / G(i)$. If these ratios are reasonably consistent by duration group, at least for the first three or four values of $i$, the average of the first three ratios can be used as an adjustment factor for the reported number of current births, whether the latter are classified by age or by duration of marriage. The adjustment of births classified by age of mother is likely to be more useful, but it is valid only if the error in reporting births is constant across duration, as well as across age groups. If such an assumption seems tenable in a given case, births by age of mother may be adjusted, age-specific fertility rates can be calculated, and other measures of fertility may be derived. (See subsection B. 2 (c) and take note that, if data on births come from a survey, the agespecific fertility rates will have to be adjusted for the fact that they probably refer to age groups shifted by six months.)
In cases where it is not possible to assume that errors in data classified by age are similar to those in data classified by duration, or where data classified by age are not available, the number of reported births classified by duration can be adjusted and an adjusted marital fertility schedule, as well as an adjusted birth rate, can be derived. The latter rate will, of course, be a valid estimate only if childbearing occurs mainly within marriage in the population in question.

## (c) A detailed example

Data on children ever born and date of most recent

TADLE 4. Ever-married women, chlldien evgi boin and hrths in the tear TAECIDINO THE SURVEY, DY time ELATSED since finst mankince, 1976

| Anver | $\begin{gathered} \operatorname{mon}_{\mathbf{f}} \\ \left(\mathbf{n}^{2}\right) \end{gathered}$ | Mnmery <br> (3) | $\begin{gathered} \text { antim } \\ \text { and } \\ \text { (1) } \\ \hline \end{gathered}$ | $\operatorname{mon}_{(5)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0-4.......... | 1 | 725 | 858 | 324 | 1.1834 | 0.4469 |
| 5-9........ | 2 | 6\% | $239 \%$ | 317 | 3.4425 | 0.4555 |
| 10.14 ....... | 3 | 59\% | 3214 | 215 | 5.3926 | 0.3607 |
| 15-19....... | 4 | 574 | 391 | 167 | 6.9007 | 0.2909 |
| 20-24....... | 5 | 471 | 3863 | 88 | 8.2017 | 0.1868 |
| 25-29........ | 6 | 333 | 3028 | 28 | 9.0931 | 0.0841 |

birth classified by time elapsed since first marriage are available from the fertility survey of a Muslim population in 1976. Table 44 shows the reported number of ever-married women in each duration group, the total number of children ever born to them and the births they reported as having occurred during the year preceding the survey.
The steps of the computation procedure are given below.

Step 1: calculation of reported average parities by duration of mavriage. Children ever born, given in column (4) of table 44, are divided by the corresponding number of ever-married women, shown in column (3). The values for reported average parities by duration of marriage, $P(i)$, thus obtained are shown in column (6). As an example, $P(3)$ is calculated below:

$$
P(3)=3,214 / 596=5.3926 \text {. }
$$

Step 2: calculation of duration-specific period fertility rates. These rates, denoted by $g(i)$, are calculated by
dividing the births that occurred in the year preceding the survey, shown in column (5) of table 44, by the corresponding number of ever-married women, shown in column (3). The resulting marital fertility rates, $g(i)$, are shown in column (7). As an example,

$$
g(4)=167 / 574=0.2909 .
$$

Step 3: calculation of cumulated fertility schedule by duration. To obtain each value of the cumulated fertility schedule, $\Gamma(i)$, the duration-specific fertility rates, $g(i)$, are cumulated, up to and including group $i$, and then multiplied by five. Thus, for duration group 4 (15-19 years since first marriage), the calculations are

$$
\begin{aligned}
\Gamma(4) & =5.0(g(1)+g(2)+g(3)+g(4)) \\
& =5.0(0.4469+0.4555+0.3607+0.2909) \\
& =7.7700 .
\end{aligned}
$$

All values of $\Gamma(i)$ are shown in column (5) of table 45.

Table 4S. Cumulated fertilty schedule, parity equivalents and ratios of average parities


|  | $\begin{gathered} \min x \\ i(i) \\ \hline \end{gathered}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0-4.......... | 1 | 1.1834 | 0.4469 | 2.2345 | 1.2543 | 0.944 |
| S-9......... | 2 | 3.4425 | 0.4555 | 4.5120 | 3.6382 | 0.946 |
| 10-14....... | 3 | 5.3926 | 0.3607 | 6.3155 | 5.6215 | 0.959 |
| 15-19....... | 4 | 6.9007 | 0.2909 | 7.7700 | 7.2290 | 0.955 |
| 20-24....... | 5 | 8.2017 | 0.1868 | 8.7040 | 8.3707 | 0.980 |
| 25-29 ........ | 6 | 9.0931 | 0.0841 | 9.1245 | 8.9966 | 1.011 |

Step 4: estimation of average parity equivalents. The data on births were obtained from fertility histories, and although it is possible to derive from this information data classified by marriage duration at the time of the birth, the data displayed in table 44 refer to marriage duration at the time of the interview. Therefore, the true duration groups to which the marital fertility rates, $g(i)$, refer are six months younger than shown. Values of the current average parity equivalents, $G(i)$, are therefore obtained using equations (D.5), (D.6) and (D.7). For $i=1$ :

$$
\begin{aligned}
G(1) & =3.137 g(i)-0.324 g(2) \\
& =3.137(0.4469)-0.324(0.4555) \\
& =1.2543 .
\end{aligned}
$$

For $i$ equal to 2, 3, 4 and 5, equation (D.6) is used, so for duration group 3 , for example,

$$
\begin{aligned}
G(3) & =\Gamma(2)+3.392 g(3)-0.392 g(4) \\
& =4.5120+(3.392)(0.3607)-(0.392)(0.2909) \\
& =5.6215 .
\end{aligned}
$$

For the last value of $i$, namely 6 , equation (D.7) is used:

$$
\begin{aligned}
G(6) & =\Gamma(5)+0.392 g(5)+2.608 g(6) \\
& =8.7040+(0.392)(0.1868)+(2.608)(0.0841) \\
& =8.9966 .
\end{aligned}
$$

Column (6) of table 45 shows all six values of $\mathbf{G ( i )}$.

Step 5: comparison of reported average parity and average parity equivalents for duration-of-marriage groups. The ratios $P(i) / G(i)$ are calculated for each duration group, the $P(i)$ values being obtained from column (3) of table 45 and the $G(i)$ values coming from column (6). The complete set of $P / G$ ratios is shown in column (7). The ratio values are fairly consistent, although they display some tendency to increase as duration increases. This tendency may be indicative of the fact that marital fertility has decreased somewhat, although it is not possible to discard entirely the possibility of it being caused by errors in the data (particularly in the parity reports for higher duration groups). According to the $P / G$ ratios for the first four duration groups, period fertility zates would overestimate marital fertility by about 5 per cent. Multiplying them by the adjustment factor $K=0.95$ would yield current fertility estimates consistent with the reported parities. Total marital fertility adjusted in this way amounts to 8.67 children per ever-married woman.
It is of interest to mention that although the Muslim
population in question is one in which the practice of delaying cohabitation after marriage may be widespread, the trend of the P/G ratios calculated on the basis of the data available does not appear to be affected by such practice. In fact, the P/G ratios are robust to the existence of any practice that delays or postpones childbearing immediately after marriage, as long as it affects in the same way both retrospective fertility (parities) and period fertility (births in the past year). Biases are to be expected only if there have been changes in the prevalence of such practices in recent years or if there is a non-negligible incidence of pre-marital fertility in the population being studied. In the latter case, pre-marital births will increase the parities of the lower duration groups; but because only ever-married women are considered, they are not likely to be adequately reflected by period fertility rates. Thus, if the basic data were accurate in all other respects, a non-negligible incidence of pre-marital fertility would result in a series of $P / G$ ratios that decline as duration of marriage increases.
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## Chapter III

## ESTIMATION OF CHILD MORTALITY FROM INFORMATION ON CHILDREN EVER BORN AND CHILDREN SURVIVING

## A. BACKGROUND OF METHODS

## 1. Use of data on child survivorship

It is well known that the proportions of children ever born who have died are indicators of child mortality and can yield robust estimates of childhood mortality. The births to a group of women follow some distribution over time, and the time since birth is the length of exposure to the risk of dying of each person. The proportion dead among the children ever borne by a group of women will therefore depend upon the distribution of the children by length of exposure to the risk of dying (that is, upon the distribution in time of the births) and upon the mortality risks themselves. By allowing for the effects of the distribution of the births in time, such a proportion of dead children can be converted into a conventional mortality measure expressing their average experience. Specifically, the proportions of children dead classified by the mother's five-year age group or duration of marriage can provide estimates of the probabilities of dying between birth and various childhood ages. In certain cultures, women appear to be more likely to state duration of marriage correctly than to give correct information about their age, so the estimation procedure based on data classified by duration of marriage may be preferred. However, the use of data classified by duration is not recommended in countries where consensual unions are frequent and relatively unstable.

Brass ${ }^{\text {' }}$ was the first to develop a procedure for converting proportions dead of children ever born reported by women in age groups $15-19,20-24$, etc. into estimates of the probability of dying before attaining certain exact childhood ages. Following the notation in the literature and using the symbol $D(i)$ to denote the proportion dead among children ever born to women in successive five-year age groups (where $i=1$ signifies age group 15-19; $i=2$ denotes 20-24; etc.), Brass developed a procedure to convert $D(i)$ values into estimates of $q(x)$, where $g(x)=1.0-l(x)$, the probability of dying between birth and exact age $x$. The basic form of the estimation equation proposed by Brass is

$$
\begin{equation*}
q(x)=k(i) D(i) \tag{A.I}
\end{equation*}
$$

where the multiplier $k(i)$ is meant to adjust for nonmortality factors determining the value of $D(i)$.

[^39]Brass found that the relation between the proportion of children dead, $D(i)$, and a life-table mortality measure, $q(x)$, is primarily influenced by the age pattern of fertility, because it is this pattern that determines the distribution of the children of a group of women by length of exposure to the risk of dying. He developed a set of multipliers to convert observed values of $D(i)$ into estimates of $q(x)$, the multipliers being selected according to the value of $P(1) / P(2)$-a good indicator of fertility conditions at younger ages-where $P(i)$ is the average parity or average number of children ever born reported by women in age group $i$. Brass estimated the $k(i)$ multipliers by using a third-degree polynomial of fixed shape but variable age location to represent fertility, ${ }^{2}$ the logit system generated by the general standard (see chapter I, subsection B.4) to provide the mortality clement, and a growth rate of 2 per cent per annum to gencrate a stable age distribution for females.

An important assumption made in the development of this method is that the risk of dying of a child is a function only of the age of the child and not of other factors, such as mother's age or the child's birth order. In practice, it appears that children of young mothers experience mortality risks well above average. For this reason, the estimate of the infant mortality rate $q(1)$ (the probability of dying before age 1) that can be derived from reports of women aged $15-19$ frequently suggests heavier child mortality than estimates derived from reports of older women. Therefore, mortality estimates based on the reports of women aged 15.19 are generally disregarded, in part for this reason and in part because the numbers of children born and dead are usually small.

Trying to increase the fiexibility of Brass' original method, Sullivan ${ }^{3}$ computed another set of multipliers by using least-squares regression to fit equation (A.1) to data generated from observed fertility schedules and the Coale-Demeny life tables. ${ }^{4}$ Trussell ${ }^{5}$ estimated a third set of multipliers by the same means but using data generated from the model fertility schedules developed by

[^40]Coale and Trussell. ${ }^{6}$ The general theory on which these methods are based is essentially the same, but they arrive at somewhat different multipliers because the data bases used in each case are different. Since the Sullivan variant has no obvious advantages over that proposed by Trussell, whereas the latter is based on a wider range of cases, the Trussell procedure is described here. It must be mentioned, however, that the multipliers presented are a more recent and more satisfactory version of those originally proposed by Trussell in 1975.

It is important to take note that this method of estimation is based on the assumption that fertility and childhood mortality have remained constant in the recent past. If, for example, fertility has been changing, the ratios of average parities obtained from a cross-sectional survey will not replicate accurately the experience of any cohort of women and will not provide a good index of the distribution in time of the births to the women of each age group.

The problens caused by declining fertility can be avoided when data for true cohorts are available (from censuses or surveys taken five or 10 years apart). In this case, an estimation method specifically designed for cohorts experiencing fertility change should be used. ${ }^{7}$

Preston and Palloni ${ }^{8}$ propose an alternative approach to estimate the time location of births, which circumvents all the problems associated with changing fertility. This approach is closely related to the "own-children" procedure for estimating fertility from an age distribution (see chapter VIII, section C). If it is possible to link, within households, the records of mothers and their surviving children, it becomes possible to tabulate surviving children according both to their own age and to that of their mothers. Given an age pattern of mortality, say, from one of the Coale-Demeny regional model life tables, the combination of the proportion of children dead and the age distribution of the surviving children of women from some particular age group uniquely determines a level of mortality. The age distribution of surviving children is used to define the age distribution of children ever bom without recourse to fertility models. In an actual application, the choice between the age distribution of surviving children and the ratio of consecutive parities to estimate the real distribution of births over time, depends upon data availability and upon a rough assessment of the likelihood each approach has of yielding the best possible estimate. In cases where age-reporting is good and most children live with their mothers, the approach suggested by Preston and Palloni may be the better, particularly if fertility is changing. In cases where age-reporting or completeness of enumeration is poor, or where a sizeable proportion

[^41]of children do not live with their mothers or cannot be properly linked to them because of poor information, the parity-ratio approach is very likely to be better. A detailed description of the Preston-Palloni method is not included here, in part because in most cases where mortality needs to be estimated indirectly, age distributions are at best only moderately reliable, and in part because the data required for its application are not as widely available as the proportions of children dead. However, the user who has access to the former data for cases where biases due to fertility change may be a problem is encouraged to consider the application of this method.

Probably a more widespread problem is posed by declining mortality. The procedures outlined above all assume that a constant pattern and level of mortality have prevailed in the recent past of the population under study. In most countries, however, mortality has been declining.

Feeney ${ }^{9}$ was the first to examine the effects of changing mortality on the performance of the child-mortality estimation procedure. Using infant mortality as an index of mortality level in a one-parameter logit lifetable system, he calculated the proportions of children dead that would be observed if infant mortality were changing linearly through time. On the basis of these simulated cases, he showed that for plausible annual rates of change in infant mortality, the $q(1)$ values estimated from data on children ever born and surviving for different age groups of mother could be matched with the $q(1)$ values prevalent during a set of years before the survey; and that this set of years was, for all practical purposes, invariant with respect to the rate of mortality change. Using this empirical finding, Feeney developed an estimation procedure to establish the set of years to which infant mortality rates estimated from data on children ever born and children surviving refer. This procedure was developed from data generated by using a one-parameter logit life-table system derived from the general standard (see chapter I, subsection B.4) and the Brass fertility polynomial. ${ }^{10}$ The use of $q(1)$, infant mortality, as an indicator of mortality level and as the estimated parameter makes the underlying age pattern of mortality important to the results, since similar overall levels of mortality (life tables with the same expectation of life at birth, for example) can be associated with markedly different infant mortality rates. As a result, the Feeney method is likely to yield biased $q(1)$ estimates when the mortality pattern in early childhood of the population under study does not resemble that embodied by the general standard. For this reason, Feeney's original method is not described in detail.

It is fairly straightforward to apply Feeney's approach to data generated with other mortality models. Coale

[^42]and Trussell ${ }^{\prime \prime}$ carried out this exercise by assuming that period mortality changes can be modelled as movements through successively higher (or lower) levels of a set of model life tables, so that cohort life tables may be obtained by chaining together the mortality rates experienced by true cohorts living through the different periods. In this case, it can also be shown empirically that the child mortality estimate of the Brass type obtained from data for women in age group $i$, for example, is equal to the corresponding value prevalent during some particular period $t(x)$ years before the survey, and that this period is, for most practical purposes, invariant with respect to the speed of mortality change, so long as the rate of change is roughly constant over time. Because these time-location estimates have been derived in a manner that is consistent with that used in deriving the Trussell multiplying factors employed in estimating child mortality in this chapter, this timing procedure is described here.
An altemative solution to the problem of declining mortality is possible if data on children ever born and surviving are available from two surveys taken five or 10 years apart. It arises, once again, from the use of a hypothetical cohort representing the intersurvey experience; and it provides mortality estimates that refer to the intersurvey period. This estimation approach is not sensitive to the exact shape of mortality changes, but changes in the completeness of reporting of dead children from one survey to the next or population changes that are selective for the number of dead children may seriously affect the results.

To conclude these preliminary remarks on the methods presented in this chapter, it should be pointed out that for several of them two variants are presented: one variant to be applied when data on children ever born and surviving are classified by age of mother; and another when they are classified by duration of first marriage. The variants based on data classified by duration of marriage are, strictly speaking, based on the assumption that women, once married, stay married until age 50 (the assumed upper limit of the potential reproductive life of a woman). Therefore, the duration-based methods should strictly be applied only to data from currently married women still in their first union. However, in practice, no serious biases will arise when they are applied to data pertaining to all ever-married women, as long as their marriage duration is calculated as the time elapsed since first marriage.

As a last word of caution, it must be said that the performance of the duration variants of these methods can be rather poor when "duration" is not accurately measured. Problems in the measurement of this variable have been described in chapter II, subsection A.2, and are only briefly cited now. Duration of marriage is defined as the time elapsed since first union, regardless of whether that union is legal. Data on duration of mar-

[^43]riage will be less than ideal when only legal unions are considered; when the time elapsed is not measured from the beginning of the first union, but rather from that of the current union; or when, as in some Muslim cultures, the entrance into a legal marriage predates the initiation of cohabitation. In populations where these problems are likely to arise, the duration variant should not be used.

## 2. Orgamization of this chapter

All the estimation procedures presented in this chapter have one characteristic in common: they use data on children ever bom and surviving. However, the methods can be separated into categories according to the exact type of data they require (whether classified by age or by duration of marriage, for example), or according to the practical constraints that their assumptions impose (whether fertility is assumed to be constant or not). Sections B-E are devoted to the different categories. To aid the user in selecting that most suited for a particular application, brief descriptions of each section follow (see also table 46):

Section B. Estimation of child mortality using data classified by age. In this section, the most recent version of the original Brass estimation procedure is presented (Trussell's method). Estimates of $q(2), q(3), q(5), q(10)$, $q(15)$ and $q(20)$, as well as of the periods to which they refer in cases where a smooth change in mortality can be assumed, are obtained from data on children ever born and surviving classified by age of mother. Fertility patterns are assumed to remain constant;

Section C. Estimation of child mortality using data classified by curation of marriage. In this section, a variant of the original Brass method that may be applied to data classified by duration of first marriage is presented. Estimates of $q(2), q(3), q(5), q(10), q(15), q(20)$ and $q(25)$, as well as of the periods to which they refer in cases where a smooth change in mortality can be assumed, are obtained from data on children ever born and surviving classified by the mother's marriage duration. Marital fertility patterns are assumed to remain constant;

Section D. Estimation of intersurvey child mortality using data for a hypothetical intersurvey cohort. In this section, data from two censuses or surveys five years apart are used to estimate average intersurvey child mortality. The use of hypothetical cohorts circumvents the necessity of assuming that fertility and mortality have remained constant. Therefore, if the data at the two points in time considered are similar in quality and moderately reliable, intersurvey estimates are to be preferred over those derived by other means;

Section E Extimation of child mortality when the fertility experience of true cohorts is known. In this section, data from two censuses or surveys five or 10 years apart are used to determine the parity ratios for true cohorts; and these ratios, in turn, are employed in estimating child mortality from data collected by the second census or survey. Both an age and a duration variant are described in subsection E.2. The time location of the child mortality estimates obtained is also estimated and constant fertility is not assumed.

TABLE 46. SChematic guide to contents of charter ili

|  | Section |  |  |
| :---: | :---: | :---: | :---: |
| B. | Estimation of child mortality rates using data classified by age (one survey) | Children ever born classified by five-year age group of mother <br> Children surviving (or dead) classified by five-year age group of mother <br> Women classified by five-year age group | ```g(2),g(3),g(5),g(10),g(15) and q(20) Reference period for each }q(x estimate``` |
| c. | Estimation of chidd mortality using data classified by duration of martiage (one survey) | Children ever born classified by five-year duration of marriage group of mother <br> Children surviving (or dead) classified by five-year duration of marriage group of mother <br> Ever-married women classified by five-year duration of marriage group | ```q(2).q(3). q(5), q(10).q(15). q(20) and q(25) Reference period for esch g(x) estimate``` |
| D. | Estimation of intersurvey child mortality using data for a hypothetical intersurvey cohort (data by age from two surveys five years apart) | Children ever bom classified by five-year age group of mother from two surveys or censuses five years apart <br> Chitdren surviving (or dead) classified by five-year age group of mother from two surveys or censuses five years apart <br> Women classified by five-year age group from two surveys or censuses five years apart | Intersurvey estimates of $q(2)$, $q(3) . q(5) . q(10), q(15)$ and $q(20)$ |
| E. | Estimation of child mortality when the fertility experience of true cohoris is known | Children ever bom classified by five-year age (duration) group of mother from surveys or censuses five or 10 years apart <br> Children surviving (or dead) classified by five-year age (duration) group of mother from the second survey or census <br> Wonen (ever-married women) classified by five-yeas age (duration) group | $q(2), q(3), q(5)$ and $q(10)$. and their time reference periods when data are ctassified by age and surveys are five years apart $g(3), g(5)$ and $g(10)$ with reference periods when data are classified by age and surveys are 10 years apart <br> $q(3) . q(5)$ and $q(10)$ with reference periods when data are classified by duration and surveys are five years apart <br> $q(5)$ and $q(10)$ with reference periods when data classified by duration and surveys are 10 years apart |

## B. ESTIMATION OF CHILD MORTALITY RATES USING DATA CLASSIFIED BY AGE

## 1. Data required

The data required for this method are listed below:
(a) The number of children ever born, classified by sex (see note) and by five-year age group of mother;
(b) The number of children surviving (or the number dead), classified by sex (see note) and by five-year age group of mother;
(c) The total number of women (irrespective of marital status), classified by five-year age group. Note that all women, not merely ever-married women, must be considered.

Note should be taken also that classification by sex for
children ever bom and surviving is desirable, not essential. If it is available, child mortality for each sex can be estimated separately; whereas if it is not available, estimates for each sex can only be obtained by assuming that the sex differentials in the population being studied are the same as those embodied by model life tables whose mortality level is consistent with the estimated child mortality of both sexes, or by making some other assumption about the relationship between male and female child mortality.

When data on children ever born are classified by sex, their consistency may be ascertained by computing the sex ratios (defined as the average number of maie children per female child) of children ever born by age of mother. Ideally, these sex ratios should not vary systematically with age and their values should be between
1.02 and 1.07. Studies made in countries where birth registration is fairly complete have shown that the sex ratio at birth is remarkably constant and that its usual value is around 1.05 males per female. In populations originating in Africa south of the Sahara, this value appears to be closer to 1.03 . In either case, however, its constancy and the fact that women are supposed to declare all the children they have ever borne alive, whether these children survived or not, allows a simple consistency check. In populations other than those originating in sub-Saharan Africa, sex ratios higher than 1.07 or lower than 1.02 suggest differential omission of females or males, respectively, or misteporting of the sex of the reported children.

## 2. Computational procedure

The steps of the computational procedure are described below.
Step 1: calculation of average parity per woman. Parity $P(1)$ refers to age group 15-19, $P(2)$ to $20-24$ and $P(3)$ to 25-29. In general,

$$
\begin{equation*}
P(i)=C E B(i) / F P(i) \tag{B.1}
\end{equation*}
$$

where $\operatorname{CEB}(i)$ denotes the number of children ever borne by women in age group $i$; and $F P(i)$ is the total
number of women in age group $i$, irrespective of their marital status. Recall that, following the usual convention, variable $i$ refers to the different five-year age groups considered. Thus, the value $i=1$ represents age group $15-19, i=2$ group $20-24$ and so on. The treatment of women whose parity is not stated is discussed in chapter II, subsection A.2, and annex II. In general, if the El-Badry technique for estimating true non-response cannot be applied, women of unstated parity should be included in the female population denominator when calculating average parity, since childless women are often misclassified as cases of non-response.
Step 2: calculation of proportion of children dead for each age group of mother. The proportion of children dead, $D(i)$, is defined as the ratio of reported children dead to reported children ever born, that is,

$$
\begin{equation*}
D(i)=C D(i) / C E B(i) \tag{B.2}
\end{equation*}
$$

where $C E B(i)$ is defined as in step 1 ; and $C D(i)$ is the number of children dead reported by women in age group $i$.
Step 3: calculation of multipliers. Table 47 presents the estimation equations and the necessary coefficients to estimate the multipliers, $k(i)$, according to the Trussell variant of the original Brass method. A different set of

TAgLE 47. COEFFICIENTS FOR ESYIMATION OF CHILD MORTALITY MULTIBLIERS. Trussell variant, when data are classified by age of mother

| Mornalty <br> (f) | $\operatorname{seg}_{20}$ | $\begin{gathered} \text { Minex } \\ i \\ \text { (3) } \end{gathered}$ |  | Confinimes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\text { ( } f_{i}$ | (i) | (17) |
| North ....... | 15-19 | 1 | $\boldsymbol{q}(1) / D(1)$ | 1.1119 | -2.9287 | 0.8507 |
|  | 20-24 | 2 | $g(2) / D(2)$ | 1.2390 | -0.6865 | -0.2745 |
|  | 25.29 | 3 | $q(3) / D(3)$ | 1.1884 | 0.0421 | -0.5156 |
|  | 30-34 | 4 | G(5)/D(4) | 1.2046 | 0.3037 | -0.5656 |
|  | 35-39 | 5 | $q(10) / D(5)$ | 1.2586 | 0.4236 | -0.5898 |
|  | 40-44 | 6 | $q(15) / D(6)$ | 1.2240 | 0.4222 | -0.5456 |
|  | 45-49 | 7 | $q(20) / D(7)$ | 1.1772 | 0.3486 | -0.4624 |
| South ....... | 15.19 | 1 | $q(1) / D(1)$ | 1.0819 | -3.0005 | 0.8689 |
|  | 20-24 | 2 | $q(2) / D(2)$ | $1.2846$ | -0.6181 | $-0.3024$ |
|  | 25-29 | 3 | $q(3) / D(3)$ | 1.2223 | 0.0851 | -0.4704 |
|  | 30-34 | 4 | $q(5) / D(4)$ | I.1905 | 0.2631 | -0.4487 |
|  | 35-39 | 5 | $q(10) / D(5)$ | 1.1911 | 0.3152 | -0.4291 |
|  | 40-44 | 6 | $q(15 y / D(6)$ | I. 1564 | 0.3017 | -0.3958 |
|  | 45-49 | 7 | $q(20) / D(7)$ | 1.1307 | 0.2596 | -0.3538 |
| East......... | 15-19 | $!$ | G(1)/D(1) | 1.1461 | -2.2536 | 0.6259 |
|  | 20-24 | 2 | $q(2) / D(2)$ | 1.223 J | -0.4301 | -0.2245 |
|  | 25-29 | 3 | $q(3) / D(3)$ | 1.1593 | 0.0581 | $-0.3479$ |
|  | 30-34 | 4 | $g(5) / D(4)$ | 1.1404 | 0.1991 | -0.3487 |
|  | 35-39 | 5 | q(10)/D (5) | 1.1540 | 0.2511 | $-0.3506$ |
|  | 40.44 | 6 | $q(15) / D(6)$ | 1.1336 | 0.2556 | -0.3428 |
|  | 45.49 | 7 | $q(20) / D(7)$ | 1.1201 | 0.2362 | -0.3268 |
| West........ | 15.19 | 1 | $q(1) / D(1)$ | 1.1415 | -2.7070 | 0.7663 |
|  | 20-24 | 2 | $q(2) / D(2)$ | 1.2563 | -0.5381 | -0.2637 |
|  | 25-29 | 3 | $q(3) / D(3)$ | 1.1851 | 0.0633 | -0.4177 |
|  | 30-34 | 4 | $q(5) / D(4)$ | 1.1720 | 0.2341 | -0.4272 |
|  | 35.39 | 5 | $q(10) / D(5)$ | 1.1865 | 0.3080 | -0.4452 |
|  | 40-44 | 6 | $q([5) / D(6)$ | 1.1746 | 0.3314 | -0.4537 |
|  | 45-49 | 7 | $\boldsymbol{q}(20) / D(7)$ | 1.1639 | 0.3190 | -0.4435 |
|  | Estimation equations:$\begin{aligned} & k(i)=a(i)+b(i)(P(1) / P(2))+c(i)(P(2) / P(3)) \\ & q(x)=k(i) D(i) \end{aligned}$ |  |  |  |  |  |

[^44]coefficients is provided for each of the four different families of model life tables in the Coale-Demeny system.

Step 4: calculation of probabilities of dying and of surviv. ing. Estimates of the probability of dying, $q(x)$, are obtained for different values of exact age $x$ as the product of the reported proportions dead, $D(i)$, and the corresponding multipliers, $k(i)$. Note that the value of $x$ is not generally equal to that of $i$, because $x$ is related, in broad terms, to the average age of the children of women in age group $i$.
Once $q(x)$ is estimated, its complement $l(x)$, the probability of surviving from birth to exact age $x$, is readily obtained as $/(x)=1.0-q(x)$.
Step 5: calculation of reference period. As explained
earlier, when mortality is changing smoothly, the reference period, $f(x)$, is an estimate of the number of years before the survey date to which the child mortality estimates, $q(x)$, obtained in the previous step refer. The value of $t(x)$ is also estimated by means of an equation whose coefficients were estimated from simulated cases by using linear regression. The equation used in this case is presented in table 48 together with a set of values for its coefficients.

## 3. A detailed example

The data shown in table 49 were gathered by a survey carried out in Panama between August and October 1976. They are used to illustrate the method just described. However, before proceeding with the estimation of child mortality, a quick check of the consistency

TABE 48. COEFFICIENTS FOR ESTIMATION OF THE REFERENCE PERIOD. $t(x)$. ${ }^{3}$ TO WHICH THE VALUES OF $q(x)$ ESTIMATED FROM DATA CLASSIFIED BY AGE REFER

| $\begin{gathered} \text { Mondifly } \\ \text { moidy } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { Age } \\ & \text { somp } \\ & (2) \end{aligned}$ | $\begin{gathered} \text { Index } \\ i \\ \text { (3) } \end{gathered}$ | $\begin{aligned} & \text { A } \\ & x \\ & (1) \end{aligned}$ | Prinetip extinace (3) | Coefficients |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\begin{aligned} & 60 \\ & \hline(6) \end{aligned}$ | $\overline{b(i)}$ | (1) |
| North ....... | 15.19 | 1 | I | $q(1)$ | 1.0921 | 5.4732 | $-1.9672$ |
|  | 20-24 | 2 | 2 | q(2) | 1.3207 | \$.3751 | 0.2133 |
|  | 25-29 | 3 | 3 | q(3) | $1.59 \%$ | 2.6268 | 4.3701 |
|  | 30-34 | 4 | 5 | q(5) | 2.0779 | -1.7908 | 9.4126 |
|  | 35-39 | 5 | 10 | $q(10)$ | 2.7705 | $-7.3403$ | 14.9352 |
|  | 40-44 | 6 | 15 | q(15) | 4.1520 | - 12.2448 | 19.2349 |
|  | 45-49 | 7 | 20 | $q(20)$ | 6.9650 | $-13.9160$ | 19.9542 |
| South ....... | 15-19 | 1 | 1 | $9(1)$ | 1.0900 | 5.4443 | -1.9721 |
|  | 20-24 | 2 | 2 | 4(2) | 1.3079 | 5.5568 | 0.2021 |
|  | 25-29 | 3 | 3 | 9(3) | 1.5173 | 2.6755 | 4.7471 |
|  | 30-34 | 4 | 5 | 4(5) | 1.9399 | -2.2739 | 10.3876 |
|  | 35-39 | 5 | 10 | $q(10)$ | 2.6157 | -8.4819 | 16.5153 |
|  | 40-44 | 6 | 15 | $q(15)$ | 4.0794 | $-13.8308$ | 21.1866 |
|  | 45-49 | 7 | 20 | q(20) | 7.1796 | $-15.3880$ | 21.7892 |
| East .......... | 15-19 | 1 | J | $g(1)$ | 1.0959 | 5.5864 | - 1.9949 |
|  | 20-24 | 2 | 2 | q(2) | 1.2921 | 5.5897 | 0.3631 |
|  | 25-29 | 3 | 3 | g(3) | 1.5021 | 2.4692 | 5.0927 |
|  | 30-34 | 4 | 5 | $q(5)$ | 1.9347 | -2.6419 | 10.8533 |
|  | 35-39 | 5 | 10 | g(10) | 2.6197 | -8.9693 | 17.0981 |
|  | 40-44 | 6 | 15 | q(15) | 4.1317 | $-14.3550$ | 21.8247 |
|  | 45-49 | 7 | 20 | 4(20) | 7.3657 | - $\$ 5.8083$ | 22.3005 |
| West......... | 15-19 | I | I | $g(1)$ | 1.0970 | 5.5628 | -1.9956 |
|  | 20-24 | 2 | 2 | $g(2)$ | 1.3062 | 5.5677 | 0.2962 |
|  | 25-29 | 3 | 3 | $9(3)$ | 1.5305 | 2.5528 | 4.8962 |
|  | 30-34 | 4 | 5 | q(5) | 1.9991 | -2.4261 | 10.4282 |
|  | 35-39 | 5 | 10 | $q(10)$ | 2.7632 | $-8.4065$ | 16.1787 |
|  | 40-44 | 6 | 15 | q(15) | 4.3468 | -13.2436 | 20.1990 |
|  | 45-49 | 7 | 20 | ¢(20) | 7.5242 | $-14.2013$ | 20.0162 |

Eslimation equation:
$t(x)=a(j)+b(i)(P(1) / P(2))+c(i)(P(2) / P(3))$

[^45]Table 49. Children ever born and children surviving, dY SEX AND AGE OF MOTHER, PANAMA. 1976

| A | $\begin{aligned} & \text { Tosot } \\ & \text { monver } \\ & \text { of monem } \\ & \text { (2) } \end{aligned}$ | Mele onitinw |  | Fowale cluikhen |  | Sex rasio of cmilicen (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Ewe boprt (J) | $\begin{gathered} \text { Dond } \\ (\%) \end{gathered}$ | Enerbery (5) | $\begin{aligned} & \text { Dind } \\ & \text { (6) } \end{aligned}$ |  |
| 15-19........ | 2695 | 278 | 24 | 279 | 16 | 0.9964 |
| 20-24....... | 2095 | 1380 | 77 | 1253 | 53 | 1.1014 |
| 25-29 ........ | 1828 | 2395 | 172 | 2362 | 140 | 1.0140 |
| 30-34....... | 1605 | 3097 | 236 | 2988 | 199 | 1.0365 |
| 35-39....... | 1362 | 3444 | 348 | 3278 | 288 | 1.0506 |
| 40-44 ........ | 1128 | 3274 | 394 | 3093 | 292 | 1.0585 |
| 45-49........ | 930 | 2682 | 354 | 2594 | 335 | 1.0339 |
| Total | J1 643 | 16550 | 1605 | 15847 | 1323 | 1.0444 |

of the data presented is carried out by computing the sex ratios of the number of children ever bom. Column (7) of table 49 shows these ratios. They are computed by dividing the number of male children ever born by the corresponding number of female children. As an example, for age group 20-24, the sex ratio is

$$
1,380 / 1,253=1.1014
$$

and the overall sex ratio is

$$
16,550 / 15,847=1.0444
$$

The sex ratios given in column (7) of table 49 fluctuate somewhat by age of mother but show no systematic trend, and the overall sex ratio is acceptably close to the expected value of 1.05 . Furthermore, since some variation of the sex ratios by age is expected because of the relatively small sample being considered, it is concluded that this test shows no clear deficiency in the data.

Step 1: calculation of average parity per woman. Average parities $P(1), P(2)$ and $P(3)$ are calculated by dividing the number of children ever born of each sex (appearing in columns (3) and (5) of table 49) by the total number of women (column (2) of that table). Thus, for example, $P_{m}(1)$, the mean number of male children ever bome by women aged 15.19 is

$$
P_{m}(\mathrm{l})=278 / 2,695=0.1032
$$

The complete sets of $P_{m}(i)$ and $P_{f}(i)$ values are shown in columns (3) and (4) of table 50 .

Note that the values of $P(i)$ for both sexes combined are just the sum of $P_{m}(i)$ and $P_{f}(i)$, the mean number of male and female children, respectively, born to women of age group $i$.

TAALE 50. AVERAGE PARIEY PER WOMAN, OY SEX OF CHILD AND age of mother. Panamea. 1976

|  | Inter <br> (2) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $f_{f}{ }^{(i)}$ | Sout sexces (i) (i) |
| 15-19.... | J | 0.1032 | 0.1035 | 0.2067 |
| 20-24........ | 2 | 0.6587 | 0.5981 | 1.2568 |
| 25-29........ | 3 | 1.3100 | 1.2920 | 2.6020 |
| 30-34....... | 4 | 1,9300 | 1.8620 | 3.7920 |
| 35-39........ | 5 | 2.5286 | 2.4068 | 4.9354 |
| 40-44........ | 6 | 2.9025 | 2.7420 | 5.6445 |
| 45-49........ | 7 | 2.8839 | 2.7892 | 5.6731 |

Step 2: calculation of proportion of children dead for each age group of mother. The values of this proportion, $D(i)$, are computed from table 49 by dividing the number of children dead of each sex, given in columns (4) and (6), by the children ever born of the corresponding sex, shown in columns (3) and (5). Thus, $D_{m}$ (1), the proportion of male children dead among those ever born to women aged 15-19 is

$$
D_{m}(1)=24 / 278=0.0863
$$

To calculate the $D(i)$ values for both sexes combined, the deaths have to be added and then divided by the total number of children ever bom (sum of males and females). Hence, $D_{1}(1)$ for both sexes would be

$$
D_{i}(1)=(24+16) /(278+279)=0.0718 .
$$

Table 51 shows a complete set of the proportions of children dead.

Table 53. Proportions of children dead. ey sex of children and age of mother. Panama. 1976

| $\begin{aligned} & \text { AVO } \\ & \text { (t) } \end{aligned}$ | index <br> (2) | Amportion of cillam dial |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{gathered} \text { Dowh gexem } \\ \text { D(i) } \\ \text { (i) } \end{gathered}$ |
| 15-19. | 1 | 0.0863 | 0.0574 | 0.0718 |
| 20-24....... | 2 | 0.0558 | 0.0423 | 0.0494 |
| 25-29 ....... | 3 | 0.0718 | 0.0593 | -0.0656 |
| 30-34 ........ | 4 | 0.0762 | 0.0666 | 0.0715 |
| 35-39....... | 5 | 0.1010 | 0.0879 | 0.0946 |
| 40-44........ | 6 | 0.1203 | 0.0944 | 0.1077 |
| 45-49 ........ | 7 | 0.1320 | 0.1291 | 0.1306 |

Step 3: calculation of multipliers. The multipliers, $k$ (i), required to adjust the reported proportion dead, $D(i)$, for the effects of the age pattern of childbearing are calculated from the ratios $P(1) / P(2)$ and $P(2) / P(3)$, by using the equation and the coefficients listed in table 47. Thus,

$$
k(i)=a(i)+b(i) P(1) / P(2)+c(i) P(2) / P(3)
$$

It is assumed that the West family of model life tables is an adequate representation of mortality in Panama, so values of $a(i), b(i)$ and $c(i)$ are taken from the bottom panel of table 47. Given the values of $P(1), P(2)$ and $P(3)$ shown in table 50 , values of $k(i)$ can be calculated for each sex and for both sexes combined. The full set of $k$ (i) values is shown in table 52. As an example, the multiplier for the male children of women aged 20-24 $(i=2)$ is

$$
\begin{aligned}
k_{m}(2)= & 1.2563+(-0.5381)(0.1032 / 0.6587) \\
& +(-0.2637)(0.6587 / 1.3100) \\
= & 1.0394
\end{aligned}
$$

Table 52. TRussell's multifliers for child montality estimation,
WEST MODEL: PaNAMA, 1976

| $5$ | $\begin{gathered} \text { Inkx } \\ \text { (2) } \\ \hline \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Fin | $\begin{gathered} \text { Mosh nower } \\ (S) \end{gathered}$ |
| 15-19....... | 1 | 1.1026 | 1.0279 | 1.0663 |
| 20-24 ........ | 2 | 1.0394 | 1.0411 | 1.0404 |
| 25-29 ........ | 3 | 0.9850 | 1.0027 | 0.9938 |
| 30-34....... | 4 | 0.9939 | 1.0147 | 1.0042 |
| 35-39 ........ | 5 | 1.0109 | 1.0337 | 1.022 J |
| 40-44 ........ | 6 | 0.9984 | 1.0219 | 1.0100 |
| 45-49....... | 7 | 0.9909 | 1.0138 | 1.0022 |
| $P(1) / P(2)$ |  | 0.1567 | 0.1730 | 0.1645 |
| $P(2) / P(3)$ |  | 0.5028 | 0.4629 | 0.4830 |

Step 4: calculation of prababilities of dying and of surwiv-

Tasle 53. Estmantes of momablities of dymo and of surviving, dY sex, denived from CMILD SURVIVAL DATA CLASSIFIED OY AOE OF MOTME WEST MODEL: PANAMA, 1976

| $\begin{aligned} & 10 \% \\ & (1) \end{aligned}$ | (x) <br> (2) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mates |  | - Kimer |  | Danh |  |
|  |  | (3) | (1) (1) | (9) ${ }^{\text {(1) }}$ | $\begin{aligned} & (x) \\ & (6) \\ & \hline \end{aligned}$ | (1) | (7) |
| 15-19....... | 1 | 0.0952 | 0.9048 | 0.0590 | 0.9410 | 0.0766 | 0.9234 |
| 20-24....... | 2 | 0.0580 | 0.9420 | 0.0440 | 0.9560 | 0.0514 | 0.9486 |
| 25-29....... | 3 | 0.0707 | 0.9293 | 0.0595 | 0.9405 | 0.0652 | 0.9348 |
| 30-34....... | 5 | 0.0757 | 0.9243 | 0.0676 | 0.9324 | 0.0718 | 0.9282 |
| 35-39 ........ | 10 | 0.1021 | 0.8979 | 0.0909 | 0.9091 | 0.0967 | 0.9033 |
| 40-44........ | 15 | 0.1201 | 0.8799 | 0.0965 | 0.9035 | 0.1088 | 0.8912 |
| 45-49 ....... | 20 | 0.1308 | 0.8692 | 0.1309 | 0.8691 | 0.1309 | 0.8691 |

ing. The estimated values of the probabilities of dying, $q(x)$, are now calculated by multiplying the $k(i)$ values appearing in table 52 by the corresponding proportions dead, $D(i)$, given in table 51. A complete set of $q(x)$ estimates is shown in table 53. As an example, the value of $\mathcal{q}_{f}(5)$ is obtained as follows:

$$
q_{f}(5)=k_{f}(4) D_{f}(4)=(1.0147)(0.0666)=0.0676 .
$$

Since every $q(x)$ value is the probabilistic complement of the probability of surviving, $l(x)$, the latter value can be obtained by subtracting the former from 1.0. Thus,

$$
l_{f}(5)=1.0-0.0676=0.9324
$$

In table 53, every $q(x)$ value is accompanied by its corresponding $l(x)$ value.
Step 5: calculation of reference period. Since mostality is not likely to have remained constant in Panama until 1976, it is useful to know the reference period, $t(x)$, of each $\boldsymbol{q}(x)$ estimate. The values of the ratios $P(1) / P(2)$ and $P(\mathbf{2}) / P(\mathbf{3})$ that are needed to estimate $t(x)$ have already been computed in step 3. The form of the estimation equation and the values of the coefficients needed to estimate $t(x)$ are obtained from table 48, again assuming a West mortality pattern. The value of $t_{f}(3)$ is calculated here as an example:

$$
\begin{aligned}
t_{f}(3)= & 1.5305+(2.5528)(0.1730) \\
& +(4.8962)(0.4629)=4.24
\end{aligned}
$$

Thas, the estimated $q_{f}(3)$ value of 0.0595 is similar to that corresponding to the period life table in operation 4.24 years before the date of the survey, which may itself
be regarded as the average date of interview. Since the survey took place between August and October 1976, in rough terms $q_{j}(3)$ refers to mid-1972. The complete set of estimated $t(x)$ values is presented in table 54.

Note that the $t(x)$ values imply that the estimates of $q(1), q(2), q(3)$ and $q(5)$ obtained above refer to mortality conditions prevalent approximately one year, two and one-half years, four and one-half years and six and one-half years before the survey, respectively; thereafter, the estimated values of $t(x)$ increase by some two and one-half to three years per age group. These values appear to be quite consistent with the notion that because the estimate of $q(2)$, for example, is based mainly on information corresponding to women aged 20-24, whose childbearing experience is relatively recent, the $q(2)$ estimate should also refer to the recent experience of the population. The plausibility and consistency of the values of $t(x)$ is reassuring. They provide important information for the study of child mortality trends over time.

## 4. Comments on the detailed example

The calculation of the sex ratios of children ever born by age group of mother did not reveal any irregularities that could not be explained by the small numbers involved in most cases. Another way to assess the quality of the data on children ever born is by examining the behaviour of the average parities reported by women of each age group. Unless fertility rose at some time in the past, average parities should increase with age up to age group 45-49. According to this rough test, data for Panama again appear to be satisfactory, although the very small increase in parity from ages $40-44$ to ages 45 49 is somewhat suspicious (the average number of male children actually declines slightly). It is of interest to examine the parities because any omission of children

TAMLE 54. Estimates of the reference period* fo which the estimated proeabilities OF dYing refer. West model: Panama, 1976

| $\begin{aligned} & 495 \\ & s_{5} 5 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Age } \\ & (k) \\ & (2) \end{aligned}$ | Papanein estimats <br> (3) | Reforeme friok $M x f^{9}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \text { Mint } \\ & (4) \end{aligned}$ | $\begin{aligned} & \text { Fumper } \\ & (3) \end{aligned}$ |  |
| J5-19....... | 1 | q(1) | 0.97 | 1.14 | 1.05 |
| 20-24....... | 2 | q(2) | 2.33 | 2.41 | 2.37 |
| 25-29....... | 3 | 4(3) | 4.39 | 4.24 | 4.32 |
| 30-34........ | 5 | 9(5) | 6.86 | 6.41 | 6.64 |
| 35.39........ | 10 | $9(10)$ | 9.58 | 8.80 | 9.19 |
| 40-44........ | 15 | $q$ (15) | 12.43 | 11.41 | 11.92 |
| 45-49........ | 20 | $9(20)$ | 15.36 | 14.33 | 14.86 |

[^46]ever born might be made up disproportionately of dead children, thus greatly affecting the proportion dead. In the case in hand, the parity data show no clear evidence of omission. The proportions of dead children increase rapidly with age of mother, especially above age 35, if one ignores the value for women aged 15-19 (this value is almost always out of line with subsequent values, probably because the children of young women are, in fact, subject to higher mortality risks); these proportions thus give no indication of increasing omission of dead children as age rises. The very rapid increase in the proportions dead with age of mother suggests that a combination of effects is in operation: an increasingly longer average exposure to the risk of dying of the children and considerably higher child mortality from 10 to 15 years before the survey.

One simple way of exploring the consistency of the mortality estimates obtained by this method is to convert them into mortality levels in the Coale-Demeny system, in order to compare the age pattern of the estimates obtained with that of the models. When estimates are available by sex, it is worth calculating the mortality levels associated with the $q(x)$ estimates for each sex. Table 55 shows the levels, as derived from the West model life tables by interpolating between the values of tables 236 and 237 (see annex Vlii); levels for both sexes are not shown, since, being effectively averages of the levels for the two sexes individually, they would not contribute any more information.

Table 55. Mortality levees in the West model life tables con. SISTENT WITH THE CHILDHOOS MORTALITY ESTIMATES, $q(x)$. PANAMA. 1976

| $\begin{aligned} & 40 \\ & \dot{\pi} \\ & \vdots \end{aligned}$ | Manco |  | fencies |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Afymure <br> (3) | $\begin{gathered} \text { Wext } \\ \text { moveruty } \\ \text { Kit! } \\ \text { (4) } \end{gathered}$ | $\begin{aligned} & \text { Refinence } \\ & \text { dive } \\ & \text { (i) } \end{aligned}$ |
| I............. | 16.3 | 1975.7 | 18.1 | 1975.6 |
| 2............. | 20.0 | 1974.4 | 20.2 | $\$ 974.3$ |
| 3............ | 19.4 | 1972.3 | 19.2 | 1972.5 |
| S............. | 19.4 | 1969.8 | 19.0 | 1970.3 |
| 10............. | 18.4 | 1967.1 | 18.1 | 1967.9 |
| 15............. | 17.8 | 1964.3 | 18.1 | 1965.3 |
| 20............. | 17.8 | 1961.3 | 17.0 | 1962.4 |

As an example, the level consistent with the estimated $q(2)$ for females is calculated here. According to table $53, q_{f}(2)$ is equal to 0.0440 and the corresponding $l(2)$ is 0.9560 . Since only $f(x)$ values are tabulated in table 236 in annex VIII (females, model West), this last value is used for interpolation purposes. In the column labelled " $l(2)$ " in table 236, the two values that enclose the observed $l^{\prime}(2)$ are $I_{20}(2)=0.95392$ and $I_{21}(2)=0.96559$ (the $l(2)$ values at levels 20 and 21 , respectively). Therefore, the interpolation factor $\theta$ is

$$
\theta=(0.9560-0.95392) /(0.96559-0.95392)=0.178
$$

and because the distance between levels 20 and 21 is just one, the level consistent with $q_{f}(2)$ is 20.178 or 20.2 when rounded. All other values shown in table 55 are
obtained in a similar way. For a detailed explanation of the procedure for linear interpolation, see annex IV.

An examination of the levels displayed in table 55 shows that, as mentioned above, the estimates of $q(1)$ imply relatively high mortality (they are associated with relatively low levels in the Coale-Demeny models) and should not be considered. Making some allowance for the random variation inherent in any measure derived from probability samples, the remaining estimates of level decline steadily as age of mother rises, strongly suggesting that child mortality has been falling. Furthermore, the estimates of level are fairly consistent for the two sexes, indicating that child mortality differentials by sex in Panama are rather similar to those embodied in the West model life tables. Note that in table 55, reference-date estimates calculated by subtracting the $t(x)$ estimates given in table 54 from 1976.7 (the average date of the survey) are also shown. These estimates, in conjunction with the mortality levels, can be used to determine the trend of child mortality through 'time, especially because neither the data nor the results of their analysis reveal any obvious problems.

## C. ESTIMATION OF CHILD MORTALITY USING DATA CLASSIFIED BY DURATION OF MARRIAGE

## 1. Data required

The data required for this method are given below:
(a) The number of children ever born classified by sex (see the note below) and by the mother's five-year duration-of-marriage group. Duration of marriage is defined as the time elapsed since entry into first union, regardless of whether this union is legal;
(b) The number of children dead classified by sex (see the note given below) and by the mother's five-year duration-of-marriage group;
(c) The total number of ever-married women in each five-year marriage-duration group. (The term "evermarried" means, in this instance, having entered into at least one union.)

As in the case of data classified by mother's age, note should be taken that the classification of children ever born and children surviving by sex is desirable, but not necessary. If it is available, child mortality for each sex can be estimated separately; otherwise, estimates by sex may be imputed by assuming that a certain mortality model represents the mortality pattern of the population being studied. When a classification by sex is available, sex ratios may be used to ascertain the consistency of the data.

## 2. Computational procedure

The steps of the computational procedure are described below.

Step 1: calculation of average parity per woman. Parity $P(1)$ refers to women whose first union has lasted between 0 and 5 exact years (that is, the 0-4 duration
group), $P(2)$ to women in the 5-9 duration category and $P(3)$ to those in category 10-14. In general,

$$
\begin{equation*}
P(i)=C E B(i) / M F P(i) \tag{C.1}
\end{equation*}
$$

where CEB(i) is the number of children ever born reported by women belonging to duration group $i$ and MFP ( $i$ ) is the total number of ever-married women in duration group $i$. Note that in this case the index $i$ represents duration groups and not age groups. The value $i=1$ is associated with the first duration group (of length $0-4$ ), $i=2$ with the second ( $5-9$ ), and so on.
Step 2: calculation of proportion of children dead for each duration group of mother. This proportion, $D(i)$, is again defined as

$$
\begin{equation*}
D(i)=C D(i) / C E B(i) \tag{C.2}
\end{equation*}
$$

where $C D(i)$ is the total number of children dead reported by women in duration group $i$ and $C E B(i)$ is the number of children ever born declared by those women.

Step 3: calculation of multipliers. The multipliers, $k$ ( $i$ ), are obtained by substituting into equation (C.3) the appropriate average parity ratios calculated by using the
average parities derived in step 1 and the coefficients shown in table 56 . The equation for obtaining $k(i)$ is

$$
\begin{equation*}
k(i)=a(i)+b(i)(P(1) / P(2))+c(i)(P(2) / P(3)) . \tag{C.3}
\end{equation*}
$$

Note should be taken that table 56 lists coefficients for duration-of-marriage groups up to $30-34$ years in length. In practice, data are often only tabulated for groups up to 15 -19 or 20-24 years; coefficients for longer duration periods have been included for the sake of completeness, even though they may not be used very oflen. It should also be noted that in all cases, the duration categories used must span exactly five years. Data referring to an open-ended duration interval, such as $20+$ (20 years or more), should not be used to estimate child mortality.

Step 4: calculation of probabilities of dying and of surviving. Each probability of dying before exact age $x$, denoted by $q(x)$, is calculated as the product of the proportion of children dead among the ever born, $D(i)$, and the corresponding multiplier $k(i)$ obtained in step 3. Thus,

$$
\begin{equation*}
q(x)=k(i) D(i) \tag{C.4}
\end{equation*}
$$

Table 56. COEFFICIENTS FOR ESTIMATION OF CHILD MORTALITY MULTIPLIERS. TRUSSELL VARIANT, When data are classified by duration of marriage

| $\begin{gathered} \text { Mow } \\ \text { (I) } \end{gathered}$ | Durapter (2) | $\begin{gathered} \text { fandex } \\ \text { (3) } \end{gathered}$ |  | Coefficients |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{aligned} & \text { aij) } \\ & \text { (5) } \end{aligned}$ | $\begin{aligned} & 8 i \\ & \text { (6) } \end{aligned}$ | $\begin{aligned} & \text { ( } \bar{\prime}) \\ & (7) \end{aligned}$ |
| North ....... | 0-4 | 1 | $q(2) / D(1)$ | 1.2615 | -0.5340 | 0.1252 |
|  | 5-9 | 2 | $q(3) / D(2)$ | 1.1957 | -0.4103 | -0.0930 |
|  | 10-14 | 3 | $q(5) / D(3)$ | 1.3067 | -0.0103 | -0.4618 |
|  | 15.19 | 4 | $q(10) / D(4)$ | 1.4701 | 0.1763 | $-0.7268$ |
|  | 20.24 | 5 | $q(15) / D(5)$ | 1.5039 | 0.0039 | -0.7071 |
|  | 25-29 | 6 | $q(20) / D(6)$ | 1.4798 | -0.2487 | -0.5582 |
|  | 30.34 | 7 | $q(25) / D(7)$ | 1.4373 | -0.2317 | -0.5047 |
| South ....... | 0-4 | 1 | $q(2) / D(1)$ | 1.3103 | -0.5856 | 0.1367 |
|  | 5.9 | 2 | $q(3) / D(2)$ | 1.2309 | -0.3463 | $-0.1073$ |
|  | 10.14 | 3 | $q(5) / D(3)$ | 1.2774 | 0.0336 | -0.3987 |
|  | 15-19 | 4 | $q(10) / D(4)$ | 1.3493 | 0.1366 | -0.5403 |
|  | 20-24 | 5 | $q(15) / D(5)$ | 1.3592 | -0.0315 | -0.4944 |
|  | 25-29 | 6 | $q(20) / D(6)$ | 1.3532 | -0.1978 | -0.4099 |
|  | 30-34 | 7 | $q(25) / D(7)$ | 1.3498 | -0.1663 | -0.4131 |
| East .......... | $0-4$ | 1 | $q(2) / D(1)$ | 1.2299 | -0.3998 | 0.0910 |
|  | 5-9 | 2 | $q(3) / D(2)$ | 1.1611 | -0.2451 | -0.0797 |
|  | 10.14 | 3 | $g(S) / D(3)$ | 1.2036 | 0.0171 | $-0.2992$ |
|  | 15-49 | 4 | $q(10) / D(4)$ | 1.2773 | 0.1015 | -0.4276 |
|  | 20-24 | 5 | $q(15) / D(5)$ | 1.3014 | -0.0219 | -0.4195 |
|  | 25-29 | 6 | $q(20) / D(6)$ | . 1.3160 | $-0.1630$ | -0.3751 |
|  | 30-34 | 7 | $q(25) / D(7)$ | 1.3287 | -0.1523 | -0.3925 |
| West......... | $0-4$ | I | $q(2) / D(1)$ | 1.2584 | $-0.4683$ | 0.1080 |
|  | $5.9$ | 2 | $q(3) / D(2)$ | 1.1841 | -0.3006 | -0.0892 |
|  | 10-14 | 3 | $q(5) / D(3)$ | 1.2446 | 0.0131 | $-0.3555$ |
|  | 15-19 | 4 | $q(10) / D(4)$ | 1.3353 | 0.1157 | -0.5245 |
|  | 20-24 | 5 | $q(15) / D(5)$ | 1.3875 | -0.0193 | -0.5472 |
|  | 25-29 | 6 | $q(20\rangle / D(6)$ | 1.4227 | -0.1954 | $-0.5127$ |
|  | 30.34 | 7 | $q(25) / D(7)$ | 1.4432 | -0.1977 | -0.5339 |
|  |  | Estimation equations: |  |  |  |  |
|  |  | $\begin{aligned} & k(i)=a(i)+b(i)(P(1) / P(2))+c(i)(P(2) / P(3)) \\ & g(x)=k(i) D(i) \end{aligned}$ |  |  |  |  |

[^47]for some pair ( $x, i$ ) defined in table 56, from which the coefficients needed to calculate $k(i)$ were obtained. From the $q(x)$ values, their probabilistic complements, $l(x)$ (the probability of surviving from birth to exact age $x$ ) are easily obtained by subtraction from one, that is,
$$
l(x)=1.0-q(x) .
$$

Step 5: calculation of reference period. As before, $t(x)$ is an estimate of the number of years before the survey to which the estimates of childhood mortality obtained in step 4 refer when mortality has been changing. The $t(x)$ values are oblained by using an equation whose form and coefficients for the case in which data are classified by marriage duration are presented in table 57.

## 3. A detailed example

Data on the number of children ever born and children surviving obtained during a survey carried out in Panama between August and October 1976 were tabulated not only by age of mother but by the time elapsed since her first union. The data classified by duration are summarized in table 58.

These data are used to illustrate the duration-based procedure for estimating mortality in childhood. Only data for the first five duration groups are given in table 58; data for longer duration groups, spanning five years
each, are not available. Once again, as a consistency check, the sex ratios of the reported number of children ever born are examined. Just as in the case in which these data are classified by age, the values of these sex ratios for different marriage durations are expected to be reasonably stable and to be close to 1.05 (although some allowance must be made for the random variability inherent in the small numbers considered). The sex ratios are shown in column (7) of table 58. They were obtained by dividing the number of male children eves born by the corresponding number of female children. The sex ratio values shown in table 58 are not exactly constant. but, except for that referring to duration group $0-4$, they all fall acceptably close to the expected figure. The large deviation shown by the sex ratio of the children borm to women married only a few years (duration group 0-4) is probably due to the relatively small number of cases considered. Survival probabilities estimated from the data corresponding to this duration group may well be subject to similar biases and should be treated with reserve.

The steps of the computational procedure are given below.

Step 1: calculation of average parity per woman. Average parities are computed in a way very similar to step 1 of the age version: each of the entries in columns (3) and (5) (male and female children ever born, respectively) of

TABLE 57. COEFFICIENTS FOR ESTIMATION OF THE REFERENCE PERIOD. $(x)^{\wedge}$ to which the values of $q(x)$ ESTIMATED FROM DATA CLASSIFIED EY DURATION OF MARRIAGE REFER

| $\begin{aligned} & \text { Morakaly } \\ & \text { makt! } \end{aligned}$ | $\begin{aligned} & \text { Arostion } \\ & \text { Bratip } \\ & \hline \text { (il) } \end{aligned}$ | $\begin{gathered} \text { Indx } \\ \text { is) } \\ \hline \end{gathered}$ | $\begin{aligned} & 1 \mathrm{ke} \\ & \dot{x} \\ & \text { of } \end{aligned}$ | $\begin{aligned} & \text { Alanownter } \\ & \text { estioncte } \\ & \text { (S) } \end{aligned}$ | Copforimes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\begin{aligned} & \text { (i) } \\ & \text { (o) } \end{aligned}$ | $\begin{aligned} & 6_{i n}(1) \\ & i n \end{aligned}$ | 湘 |
| North ....... | 0-4 | J | 2 | $g(2)$ | 1.0311 | 1.3149 | -0.3282 |
|  | 5.9 | 2 | 3 | q(3) | 1.6964 | 4.2147 | -0.0160 |
|  | 10-14 | 3 | 5 | 9(5) | 1.4285 | 3.2687 | 4.4073 |
|  | 15-19 | 4 | 10 | $9(10)$ | $\sim 0.0753$ | -1.0800 | \$2.9281 |
|  | 20.24 | 5 | 15 | 9(15) | -1.9749 | -3.4773 | 21.3318 |
|  | 25-29 | 6 | 20 | 4(20) | -2.1888 | 0.6124 | 23.9376 |
|  | 30.34 | 7 | 25 | q(25) | 0.9613 | 4.4416 | 21.4661 |
| South ....... | 0-4 | 1 | 2 | q(2) | 1.0202 | 1.3064 | -0.3297 |
|  | 5.9 | 2 | 3 | 9 (3) | 1.6601 | 4.5105 | -0.0335 |
|  | 10.14 | 3 | 5 | 9(5) | 1.2146 | 3.4684 | 4.9524 |
|  | 15-19 | 4 | 10 | $9(10)$ | -0.6454 | -1.6045 | 14.6773 |
|  | 20-24 | 5 | 15 | ( 15 ) | -2.9104 | $-4.1352$ | 24.0072 |
|  | 25-29 | 6 | 20 | ${ }_{4}(20)$ | -3.1641 | 1.2106 | 26.3515 |
|  | 30-34 | 7 | 25 | $9(25)$ | 0.4456 | 5.6384 | 23.2565 |
| East .......... | 0.4 | 1 | 2 | $9(2)$ | 1.0380 | 1.4213 | -0.3545 |
|  | 5-9 | 2 | 3 | q(3) | 1.6441 | 4.7042 | 0.0642 |
|  | 10.14 | 3 | 5 | $9(5)$ | 1.1068 | 3.3032 | 5.4464 |
|  | 15.19 | 4 | 10 | $q(10)$ | -0.8678 | -1.9683 | 15.5187 |
|  | 20.24 | 5 | 15 | 9 (15) | -3.2154 | -4.1123 | 24.8624 |
|  | 25-29 | 6 | 20 | q(20) | -3.3885 | 1.6746 | 26.9798 |
|  | 30-34 | 7 | 25 | q(25) | 0.4716 | 5.8775 | 23.7246 |
| West........ | $0-4$ | 1 | 2 | $9(2)$ | 1.0349 | 1.3714 | -0.3390 |
|  | 5-9 | 2 | 3 | $4(3)$ | 1.6654 | 4.5855 | 0.0233 |
|  | 10-14 | 3 |  | $9(5)$ | 1.2109 | 3.3291 | 5.1402 |
|  | 15-19 | 4 | 10 | $q(10)$ | -0.5370 | - 1.7679 | 14.6370 |
|  | 20-24 | 5 | 15 | 9 (15) | -2.4694 | -3.9194 | 23.0999 |
|  | 25-29 | 6 | 20 | 9 (20) | -2.2107 | 1.3059 | 24.4479 |
|  | 30-34 | 7 | 25 | $g(25)$ | 1.7815 | 5.0415 | 20.6725 |
|  | Estimation equation:$t(x)=a(i)+b(i)(P(1) / P(2))+c(i)(P(2) / P(3))$ |  |  |  |  |  |  |

[^48]Tamle 58. Chiloren ever botn and children suaviving, by sex of child and MAGEIAGEE DURATION OF MOTHER, PANAMA. 1976

| $\begin{aligned} & \text { Duniow } \\ & \text { (If) } \end{aligned}$ |  | Mntration |  | Fannle chithore |  | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \hline \text { Ewer) } \\ \text { (j) } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { Doot } \\ & \text { (4) } \end{aligned}$ | Ever born <br> (3) | Dod |  |
| $0-4 . . . . . . . .$. | f 523 | 836 | 35 | 862 | 24 | 0.9698 |
| $5.9 . . . . . . . .$. | 1717 | 2303 | 124 | 2204 | 110 | 1.0449 |
| 10-14....... | 1362 | 2827 | 217 | 2647 | 149 | 1.0680 |
| 15-19........ | 1225 | 3103 | 251 | 3003 | 220 | 1.0340 |
| 20-24....... | 1069 | 3206 | 387 | 3052 | 292 | 1.0505 |
| TOTAl | 6896 | J2275 | 1014 | 11768 | 795 | 1.0431 |

table 58 is divided by the corresponding entry in column (2), the number of ever-married women. Thus, for example, $P_{m}(1)$ for male children is

$$
P_{m}(1)=836 / 1,523=0.5489 .
$$

The average parities corresponding to all births (shown in table 59 under the label "Both sexes") can be obtained in the same way; or, alternatively, they can be obtained simply by summing the average numbers of male and female children ( $P_{m}(i)$ and $P_{f}(i)$ ).

Thus, for both sexes, $P_{i}(2)$ would be

$$
P_{t}(2)=(2,303+2,204) / 1,717=2.6249
$$

or, simply

$$
P_{i}(2)=1.3413+1.2836=2.6249 .
$$

Other values of the average parities are shown in table 59.

Table 59. Avenage parities, by sex of children and MARRIAOE DURATHON OF MOTHER, PANAMA, 1976

| $\qquad$ | $\begin{gathered} \ln +x \\ \text { (2) } \end{gathered}$ | Averus patis fer wemme |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \text { Fomedes } \\ & \text { fofi) } \end{aligned}$ | Soch sexeet Pis (s) |
| 0-4......... | 1 | 0.5489 | 0.5660 | 1.1149 |
| 5-9......... | 2 | 1.3413 | t. 2836 | 2.6249 |
| 10-14....... | 3 | 2.0756 | 1.9435 | 4.0191 |
| 15-19....... | 4 | 2.5331 | 2.4514 | 4.9845 |
| 20-24 ........ | 5 | 2.9991 | 2.8550 | 5.8541 |

Step 2: calculation of proportion of children dead for each duration group of mother. This proportion, $D(i)$, is computed from table 58 by dividing the number of children dead (column (4) for males, column (6) for females) by the number of children ever born (column (3) for males, column (5) for fernales). When both sexes are considered, the number of male and female dead children has to be calculated by adding the figures in columns (4) and (6) and then dividing by the sum of male and female children ever born (columns (3) and (5)). The calculation of $D(2)$ for all cases is shown below:

$$
\begin{aligned}
& D_{m}(2)=124 / 2,303=0.0538 \\
& D_{f}(2)=110 / 2,204=0.0499 \\
& D_{1}(2)=(124+110) /(2,303+2,204)=0.0519
\end{aligned}
$$

where the subindices indicate whether the value of $D(2)$ is for males ( $m$ ), females ( $f$ ) or both sexes combined ( $f$ ). All values of $D(i)$ are given in table $\mathbf{6 0}$.

Table 60. Profortions of children dead. by sex of child and maktiage duration of mother, Panama. 1976

| Onnmion (f) | $\begin{gathered} \text { madrx } \\ i \\ (2) \end{gathered}$ | Proportiout of cilthen mad |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \text { Pemake } \\ & \text { Dfif } \end{aligned}$ | $\begin{gathered} \hline \text { Dech mwit } \\ D_{\text {g }}(3) \\ \text { (S) } \\ \hline \end{gathered}$ |
| 0-4 .......... | 1 | 0.0419 | 0.0278 | 0.0348 |
| 5-9 ......... | 2 | 0.0538 | 0.0499 | 0.0519 |
| 10-14........ | 3 | 0.0768 | 0.0563 | 0.0669 |
| \$5-19....... | 4 | 0.0809 | 0.0733 | 0.0771 |
| 20-24....... | 5 | 0.1207 | 0.0957 | 0.1085 |

Step 3: calculation of multipliers. The coefficients needed to compute the multipliers, $k$ (i), are given in table 56. The estimation equation has the form:

$$
\begin{align*}
k(i)= & a(i)+b(i)(P(1) / P(2)) \\
& +c(i)(P(2) / P(3)) \tag{C.5}
\end{align*}
$$

where the independent variables used are $P(1) / P(2)$ and $P(2) / P(3)$. Once more, the West mortality pattern is selected. Because of the simple form of equation (C.5) the computation of the $k(i)$ multipliers is straightforward. Results are summarized in table 61; as an example, $k_{m}$ (3) for males is computed as

$$
\begin{gathered}
k_{m}(3)=1.2446+(0.0131)(0.4092) \\
+(-0.3555)(0.6462)=1.0202 .
\end{gathered}
$$

Table 61. Multipliers for the proportions of chaldan dead tabulated by duration of makriage, assuming a West mortals. ty pattean, Panama, 1976

| $\begin{aligned} & \text { Aracten } \\ & \substack{\text { splom } \\ \hline} \end{aligned}$ | $\begin{gathered} \text { Index } \\ \text { (2) } \end{gathered}$ | Muntupiers |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0-4.... | 1 | 1.1366 | 1.1233 | 1.1300 |
| 5-9......... | 2 | 1.0035 | 0.9926 | 0.9982 |
| 10-14........ | 3 | 1.0202 | 1.0156 | 1.0180 |
| 15-19........ | 4 | 1.0437 | 1.0399 | 1.0419 |
| 20-24....... | 5 | 1.0260 | 1.0176 | 1.0219 |
| $P(1) / P(2)$ |  | 0.4092 | 0.4409 | 0.4247 |
| $\boldsymbol{P}(2) / P(3)$ |  | 0.6462 | 0.6605 | 0.6531 |

Step 4: estimation of probabilities of dying and of surviving. Estimates of $q(x)$, the probability of dying between birth and exact age $x$, are obtained by multiplying the
proportions dead, $D(i)$, obtained in step 2 by the $k(i)$ multipliers just calculated. Thus, $q(x)=k(i) D(i)$ One must be careful in matching the indices; the value of $x$
corresponding to each $i$ is given in table 56 . Table 62 shows the final results for $q(x)$ and for $l(x)$, the probability of surviving.

TABLE 62. Estzmates of probabilities of dyino and of sutviving, by sex, denived from child survival data CLASSIFIED BY DURATION OF MARRIAOE, WEST MODEL: PaNAMA, 1976

| Dreatow (I) | $\begin{aligned} & A g e \\ & x \\ & \text { (z) } \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mely |  | Fowers |  |  |  |
|  |  | (3) | $\begin{aligned} & 1(x) \\ & (4) \end{aligned}$ | (4) $(5)$ | $\begin{aligned} & \mu(x) \\ & 6(6) \end{aligned}$ | (7) 7 | 4(x) |
| 0-4.......... | 2 | 0.0476 | 0.9524 | 0.0312 | 0.9688 | 0.0393 | 0.9607 |
| 5-9......... | 3 | 0.0540 | 0.9460 | 0.0495 | 0.9505 | 0.0518 | 0.9482 |
| 10-14....... | 5 | 0.0784 | 0.9216 | 0.0572 | 0.9428 | 0.0681 | 0.9319 |
| 15-19........ | 10 | 0.0844 | 0.9156 | 0.0762 | 0.9238 | 0.0803 | 0.9197 |
| 20-24....... | 15 | 0.1238 | 0.8762 | 0.0974 | 0.9026 | 0.1109 | 0.8891 |

Step 5: calculation of reference period. Since mortality is very likely to have changed recently in Panama, the estimation of the reference period, $t(x)$, is appropriate. For this purpose, one requires the values of $P(1) / P(2)$ and $P(\mathbf{2}) / P(3)$, which have already been calculated in step 3 (see table 61). The equation used to estimate $t(x)$ and the appropriate coefficients appear in table 57. The calculation of $t(x)$ is straightforward. As an illustration, $t_{m}(3)$ for males is computed below:

$$
t_{m}(3)=1.6654+4.5855(0.4092)+0.0233(0.6462)=3.56
$$

Values of $f(x)$ are shown in table 63.
4. Comments on the detailed example

As in the case of the age-based analysis, the child survival data of the survey conducted in Panama in 1976, when classified by duration of marriage, appear to be of acceptable quality. The sex ratios at birth of children ever born are close to the expected value of 1.05 , the average parities increase monotonically with duration of marriage, and the proportions of children dead also increase with marital duration. The consistency of the final mortality estimates, both internal and with respect to the estimates obtained from the age-based method, can be conveniently assessed by finding the mortality level in the Coale-Demeny West family of model life

Talle 63. Estbmates of the reference period. $f(x)$, to which the estimated prodaulities of dyino seper, West model, Panama. 1976

| 0 anden(I) | $\begin{aligned} & 10 \\ & x \\ & n \\ & \hline \end{aligned}$ | Endination <br> (3) | Eximoses of inforew priofe ${ }^{\text {a }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{aligned} & \text { Romen } \\ & f_{(3)}^{(x)} \end{aligned}$ |  |
| 0-4......... | 2 | $q(2)$ | 1.38 | 1.42 | 1.40 |
| 5-9......... | 3 | $g(3)$ | 3.56 | 3.70 | 3.63 |
| 10-14....... | 5 | 9(5) | 5.89 | 6.07 | 5.98 |
| 15-19....... | 10 | q(10) | 8.20 | 8.35 | 8.27 |
| 20-24....... | 15 | q(15) | 10.85 | 11.06 | 10.95 |
| $\begin{aligned} & P(1) / P(2) \\ & P(21 / P(3) \end{aligned}$ |  |  | $\begin{aligned} & 0.4992 \\ & 0.6462 \end{aligned}$ | $\begin{aligned} & 0.4409 \\ & 0.6605 \end{aligned}$ | $\begin{aligned} & 0.4247 \\ & 0.6531 \end{aligned}$ |

* Number of years prior to the survey.
tables consistent with each estimate and then comparing these levels. Table 64 shows the mortality levels implied by the $q(x)$ estimates for each sex. They are obtained

Table 64. Mortality levels tn the West model life tables con. sISTENT WITH THE DURATBON-\#ASED ESTIMATES OF CHILD MORTALITY. PANAMA, 1976

| $\begin{gathered} \text { 尓 } \\ i 1 \end{gathered}$ | Nams |  | Amanos |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Ang/vence } \\ & \text { (3) } \end{aligned}$ | $\begin{aligned} & \text { Wan } \\ & \text { mernitity } \\ & \text { (t)wit } \end{aligned}$ |  |
| 2............. | 20.8 | 1975.3 | 21.3 | 1975.3 |
| 3............ | 20.5 | 1973.1 | 20.0 | 1973.0 |
| 5............. | 19.2 | 1970.8 | 19.7 | 1970.6 |
| 10............. | 19.3 | 1968.5 | 18.9 | 1968.3 |
| 15............. | 17.6 | 1965.8 | 18.1 | 1965.6 |

by interpolation using the tables referring to the West model in annex VIII.
The estimated mortality levels show a fairly coherent trend and reasonable consistency by sex. The average of the duration-based mortality levels is somewhat higher (by about half a level) than that obtained when the data were classified by age, but the reference period of the duration-based estimates is somewhat more recent, for any given value of $x$. Therefore, although the overall duration-based estimates indicate lower mortality than do the age estimates, their differences are very moderate. Given the instability of marriage in Panama and the resultant danger that the date of first union might be incorrectly reported or that unions may be frequently interrupted, the age-based estimates should probably be preferred in this instance.
D. ESTIMATION OF INTERSURVEY CHILD MORTALITY USING DATA FOR A HYPOTHETICAL INTERSURVEY COHORT

## 1. Data required

The data required for this method are described below:
(a) The number of children ever born classified by five-year age group of mother (or by five-year duration group when women can be classified by the time elapsed since their first union) from two censuses or surveys taken five or 10 years apart;
(b) The number of children surviving (or its complement, the number of children dead) classified by fiveyear age or duration group of mother for the same two censuses or surveys;
(c) The total number of women in each five-year age group when data are classified by age, or the number of ever-married women belonging to each five-year duration group if data are classified by the time elapsed since the first union, from each of the surveys being considered.

Note that the classification of children by sex is desirable, but not necessary. When data are not classified by sex, sex differentials in childhood mortality may be imputed by using mortality models.

## 2. Computational procedure

The estimation procedure described here differs from those described in sections B and C only in the way in which the proportion of children dead and the average number of children ever born per woman (average parity) are calculated. Once the proportion dead, $D(i)$, and the average parity, $P(i)$, have been obtained, the calculation of multipliers $k(i)$ and the estimation of $q(x)$ (the probability of dying between birth and exact age $x$ ) proceed exactly as described in steps 3 and 4 of the computational procedures presented in subsections B. 2 and C.2. Therefore, these steps are not described again. Furthermore, since the calculation of proportions of children dead and parities for hypothetical cohorts are essentially the same whether data are classified by age or by duration, the steps needed to perform these calculations are described for the age model only. When data are classified by duration, the same steps can be followed, using ever-married women instead of all women, and bearing in mind that the index $i$ refers to duration groups rather than to age groups.
Note should be taken that, when considering bypothetical cohorts, the value of $t(x)$, the reference period, has no clear meaning and its estimation is unnecessary. In any case, the objective of using data for a hypothetical cohort is to obtain estimates of child mortality referring specifically to the intersurvey period, so there would be no point in estimating the $t(x)$ values.

The steps of the computational procedure are given below.

Step 1: calculation of average parity per woman. As described in step 1 of the computational procedures described in subsections B. 2 and C.2, the average pari-
ties or average number of children ever born per woman in each age (duration) group are just the quotients of the observed number of children ever born, CEB, and the number of women in that age (duration) group, FP. in this case, average parities are calculated for each survey separately and the index $j$ is used to indicate the survey to which they refer. Therefore, following the notation used in subsection B.2:

$$
\begin{equation*}
P(i, j)=C E B(i, j) / F P(i, j) . \tag{D.I}
\end{equation*}
$$

Step 2: calculation of average number of children dead per woman. In this step, the average number of children dead per woman in each age group and for each of the surveys being used is calculated. Let $C D(i, j)$ be the number of children dead among those born to women in age group $i$ and reported in survey $j$, and let FP( $i, j)$ be the total number of women in age group $i$ at survey $j$. Then, the average number of children dead among women in age group $i$ during survey $j$, denoted by $A C D(i, j)$, is just the quotient of $C D(i, j)$ and $F P(i, j)$, or

$$
\begin{equation*}
A C D(i, j)=C D(i, j) / F P(i, j) \tag{D.2}
\end{equation*}
$$

Step 3: estimation of proportion of children dead for a hypothetical cohort of women. Usually, the proportion of children dead is calculated as the number of dead children divided by the number of children ever born. However, when a hypothetical cohort of women is being considered, this proportion is calculated by dividing the average number of children dead by the average number of children ever bom per woman of the hypothetical cohort. The average number of births per woman occurring to a true cohort between two surveys is the increment in the average parity of the cohort from one survey to the other, and the average number of children ever born for a hypothetical intersurvey cohort can be constructed by adding such increments (see chapter II, Section C). The average number of dead children for a hypothetical cohort of women can be obtained in a similar way, since the increment in the average number of dead children per woman for a true cohort between two surveys is a measure of the effect of mortality during the intersurvey period. However, when fertility has been changing, the average number of children dead for a hypothetical cohort of women cannot, strictly speaking. be obtained by summing the intersurvey increments of different female cohorts, since the intersurvey deaths include deaths both to children born between the surveys and to children bom before the first survey; and the latter (number of children bom before the first survey) will not be adequately represented by the parities of the hypothetical cohort which reflect the intersurvey fertility change. A procedure to estimate the appropriate average number of children dead for a hypothetical cohort under conditions of changing fertility is available. ${ }^{12}$ Yet

[^49]unless fertility is falling unprecedently fast, the error introduced by using the simpler procedure described here is very small. Therefore, the former procedure is not described.
Thus, if mortality is changing but fertility has remained constant, the proportions of children dead for a hypothetical intersurvey cohort of women can be calculated by summing the intersurvey increments observed both in the average number of children dead and in average parities, and then dividing the sum of the former by the sum of the latter. In such a case, mortality estimates for the intersurvey period can be obtained by the procedures described in subsection B. 2 (or subsection C .2 when the data are classified by duration of first marriage).
A detailed description of the calculation of the average parities and average numbers of children dead for a hypothetical cohort follows. If the length of the intersurvey period is $n$ five-year intervals, the average number of children ever bome by women of age group $i$ in the hypothetical cohort exposed to intersurvey fertility rates and denoted by $P(i, s)$ is
\[

$$
\begin{equation*}
P(i, s)=P(i, 2)-P(i-n, 1)+P(i-n, s) . \tag{D.3}
\end{equation*}
$$

\]

Similarly, the average number of children dead per woman of age group $i$ in the hypothetical cohort, denoted by $A C D(i, s)$, is

$$
\begin{align*}
A C D(i, s)= & A C D(i, 2)-A C D(i-n, 1) \\
& +A C D(i-n, s) \tag{D.4}
\end{align*}
$$

Note that in both equations (D.3) and (D.4), if $i$ is smaller than or equal to $n$, the hypothetical-cohort value is assumed to be equal to the value observed at the second survey. For estimation of child mortality, the hypothetical-cohort approach is of little value if the surveys are more than 10 years apart, since with a 15 -year interval, the proportions of children dead for women under age 30 are estimated as equal to the reported proportions of children dead from the second survey; therefore, the estimates of $q(1), q(2)$, and $q(3)$ will not reflect the complete intersurvey experience.
The hypothetical-cohort proportions dead, $D(i, s)$, are then obtained by dividing the average number of
children dead obtained from equation (D.4) by the average parities obtained from equation (D.3), that is,

$$
\begin{equation*}
D(i, s)=A C D(i, s) / P(i, s) . \tag{D.S}
\end{equation*}
$$

Note that, since the calculations use average numbers per woman, it is not important, except because of the effects of sampling errors, whether the two data sets come both from censuses, both from surveys or one from each type of source.
Step 4: estimation of probability of dying. As stated earlier, the estimation of $q(x)$ here corresponds to steps 3 and 4 of the computational procedures described in subsections B. 2 and C. 2 (age and duration versions, respectively). Their application is exactly the same as given before, using the parities for the hypothetical cohort of women, $\boldsymbol{P}(i, s)$, and the proportions dead, $D(i, s)$, also corresponding to the hypothetical cohort.

## 3. A detailed example

Data on children ever born and surviving are available for Thailand from a sample of the 1970 census and from two sample surveys held in 1974 and 1975. Weighted averages of the data from the two surveys that approximate those referring to a point exactly five years after the census date were used. All the basic data are shown in table 65.
Sleps 1 and 2: calculation of average parity and of average number of children dead per woman. Average numbers of children ever born, $P(i, j)$, and dead, $A C D(i, j)$, per woman are obtained for each age group of women and for each survey by dividing the recorded totals by the relevant number of women. Thus, the average number of children dead per woman aged 25-29 in 1970 is obtained as

$$
A C D(3,1)=274,526 / 1,141,937=0.2404
$$

Table 66 shows the results for all age groups.
Step 3: estimation of proportion of children dead for a hypothetical cohort of women. The interval between the 1970 census and the 1975 blended survey results is five years, so $n$ in equations (D.3) and (D.4) is 1 . Thus, for the first age group, 15-19, the average parity and the average number of children dead for the hypothetical

Table 65. Numaer of women, children ever born and children dead, by age group. Thailand. 1970 and 1975

|  | $19 \% 0^{4}$ |  |  | $1975{ }^{6}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Age } \\ & \text { (II) } \end{aligned}$ | $\begin{aligned} & \text { Minder } \\ & \text { of womven } \\ & \text { (i) } \end{aligned}$ | Cullden ewer bown (3) | Criltan deed (4) | $\begin{aligned} & \text { Numbr } \\ & \text { of women } \end{aligned}$ (S) | Childen ewer born (6) | Chidentr chad (7) |
| 15-19....... | 1883232 | 245069 | 15223 | 13054 | 1662 | 188 |
| 20-24....... | 1359859 | 1367179 | 99316 | 10037 | 8839 | 600 |
| 25-29....... | 1141937 | 2795340 | - 74526 | 7812 | 16787 | 1329 |
| 30-34....... | 1075972 | 4175274 | 504766 | 6508 | 22969 | 2375 |
| 35-39....... | 956315 | 4931749 | 732342 | 6244 | 29557 | 3515 |
| 40-44 ....... | 765298 | 4477365 | 829656 | 5454 | 31298 | 4598 |
| 45-49 ........ | 596648 | 3608055 | 821915 | 4388 | 27550 | 4941 |

[^50][^51]Talle 66. Average number of childuen ever zorn and children dead per woman. BY AGE GEOUP OF MOTHER. THAILAND. 1970 AND 1975

| $\begin{aligned} & \text { Agr } \\ & \text { (I) } \end{aligned}$ | $\begin{gathered} \text { Index } \\ i \\ \text { (2) } \\ \hline \end{gathered}$ | $\begin{gathered} 1970 \\ \text { Aversey nimbor of: } \end{gathered}$ |  | $\begin{gathered} \text { J97s } \\ \text { A werge rimber of: } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CNuthth ewerbon (3ib) (3) | $\begin{aligned} & \text { CWhation } \\ & \text { ACDA, is } \\ & \text { (4) } \end{aligned}$ | Cwildon ever bown (H.2) (3) | $\begin{aligned} & \text { Chithen } \\ & \text { ACD(i, 2) } \\ & \text { (6) } \end{aligned}$ |
| 15-19....... | 1 | 0.1301 | 0.0081 | 0.1273 | 0.0090 |
| 20-24....... | 2 | I. 0054 | 0.0730 | 0.8806 | 0.0598 |
| 25-29....... | 3 | 2.4479 | 0.2404 | 2.1489 | 0.1701 |
| 30-34........ | 4 | 3.8805 | 0.4691 | 3.5293 | 0.3649 |
| 35-39 ....... | 5 | 5.1570 | 0.7658 | 4.7337 | 0.5629 |
| 40-44 ........ | 6 | 5.8505 | 1.0841 | 5.7385 | 0.8431 |
| 45-49 ........ | 7 | 6.0472 | 1.3776 | 6.2785 | J. 1260 |

cohort of women are put equal to the corresponding values from the second survey:

$$
P(1, s)=P(1,2)=0.1273
$$

and

$$
A C D(1, s)=A C D(1,2)=0.0090 .
$$

Subsequent values are obtained by adding the cohort increments successively. Thus, for the second age group (20-24):

$$
\begin{aligned}
P(2, s) & =P(2,2)-P(1,1)+P(1, s) \\
& =0.8806-0.1301+0.1273 \\
& =0.8778
\end{aligned}
$$

and

$$
\begin{aligned}
A C D(2, s) & =A C D(2,2)-A C D(1,1)+A C D(1, s) \\
& =0.0598-0.0081+0.0090 \\
& =0.0607 .
\end{aligned}
$$

Table 67 shows the results. (For a more detailed explanation of the procedure used to calculate average parities for a hypothetical cohort, see chapter II, subsection B. 4 (c).)

Once the average parities and the average numbers of children dead have been calculated, bearing in mind the caveat about changing fertility, the proportion of children dead for the hypothetical cohort can be obtained using equation (D.5). Thus, according to the values taken from table 67, the proportion of children dead

TARLE 67. AVERAGE NUMBER OF CHILDREN EVER GORN AND CHIIDREN DEAD PER WOMAN OF A HYPOTHETICAZ INTEİSUR VEY COHORT, BY AGE OF MOTHER, THAILAND, 1970-1975

| $A p$ | $\begin{gathered} \text { Inct } \\ \text { (2) } \end{gathered}$ | Ameage nember of: |  | Proportion of oflion deod D(3) (5) |
| :---: | :---: | :---: | :---: | :---: |
|  |  | CWriden (4, 3) (3) |  |  |
| 15-19....... | I | 0.1273 | 0.0090 | 0.0707 |
| 20-24....... | 2 | 0.8778 | 0.0607 | 0.0692 |
| 25-29........ | 3 | 2.0213 | 0.1578 | 0.0781 |
| 30-34........ | 4 | 3.1027 | 0.2823 | 0.0910 |
| 35-39........ | 5 | 3.9559 | 0.3761 | 0.0951 |
| 40-44....... | 6 | 4.5374 | 0.4534 | 0.0999 |
| 45-49 ........ | 7 | 4.9654 | 0.4953 | 0.0998 |

among those ever born to women aged $\mathbf{2 5 - 2 9}$ years, $D(3, s)$, is calculated as follows:

$$
\begin{aligned}
D(3, s) & =A C D(3, s) / P(3, s) \\
& =0.1578 / 2.0213=0.0781
\end{aligned}
$$

Column (5) of table 67 shows the full set of $D(i, s)$ values.
Step 4: estimation of probability of dying. Estimates of the probability of dying, $q(x)$, between birth and certain exact age $x$ are obtained by using the procedure described in subsection B. 2 with the North mortality pattern. The values of the ratios $P(1) / P(2)$ and $P(2) / P(3)$ are needed to estimate the appropriate multipliers, $k$ (i). These ratios are computed by using the parities listed in table 67 as illustrated below:

$$
\begin{aligned}
& P(1, s) / P(2, s)=0.1273 / 0.8778=0.1450, \\
& P(2, s) / P(3, s)=0.8778 / 2.0213=0.4343 .
\end{aligned}
$$

The multipliers, $k(i)$, are then obtained by using the equation appearing at the bottom of table 47 and the coefficients corresponding to the North mortality model, also shown in that table. The value of $k$ (3), for example, is obtained as

$$
\begin{gathered}
k(3)=1.1884+(0.0421)(0.1450) \\
+(-0.5156)(0.4343)=0.9706 .
\end{gathered}
$$

The complete set of multipliers used is shown in column (4) of table 68. The products of these multipliers and the proportions dead, $D(i, s)$, yield estimates of intersurvey child mortality. Thus, $q(5)$, for example, is obtained as

$$
q(5)=k(4) D(4, s)=0.0913 .
$$

All estimates of $q(x)$ are listed in column (6) of table 68. The mortality levels in the North model life tables to which each $q(x)$ estimate corresponds, calculated by assuming a sex ratio at birth of 105 males per 100 females, are shown in column (7). They were computed by interpolating within the values presented in table 242 (see annex IX), corresponding to model North and sex

Table 68. Child mortality estimates. Thailand. period 1970-1975

|  | $\begin{gathered} \text { Imbex } \\ \text { (2) } \\ \hline \end{gathered}$ | $\begin{gathered} A_{8} \\ x_{3} \end{gathered}$ | $\begin{gathered} \text { Mempipliers } \\ k(9) \\ (4) \\ \hline \end{gathered}$ | Prportion of chiltone itaid D(is) ( 5 ) | Mobatillty offling (6) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19........ | ) | I | 1.0638 | 0.0707 | 0.0752 | 16.7 |
| 20-24....... | 2 | 2 | 1.0203 | 0.0692 | 0.0706 | 18.4 |
| 25-29....... | 3 | 3 | 0.9706 | 0.0781 | 0.0758 | 18.6 |
| 30-34....... | 4 | 5 | 1.0029 | 0.0910 | 0.0913 | 18.5 |
| 35-39....... | 5 | 10 | 1.0639 | 0.0951 | 0.1012 | 18.5 |
| 40-44 ........ | 6 | 15 | 1.0483 | 0.0999 | 0.1047 | 18.7 |
| 45-49 ........ | 7 | 20 | 1.0269 | 0.0998 | 0.1025 | 19.3 |

ratio at birth equal to 1.05 . For comparision, table 69 shows the child mortality estimates obtained by using only the 1975 data.

## 4. Comments on the detailed example

The data on children ever born and children surviving from the two surveys conducted in Thailand are not
classified by sex of child, so one cannot check whether the reported sex ratios at birth are plausible. However, the availability of data for two points in time more than compensates for this lack, since parameter changes for true cohorts can be examined for plausibility. The average parity of a cohort of women should increase from the first point in time to the second by an amount con-

Table 69. Cheldmortality estimates, Thalland, 1975

| Ays. | findex <br> (2) | $\begin{aligned} & A_{5} \\ & \text { (i) } \end{aligned}$ |  | Preportion of chimen and ar) (3) |  | Probinbitiny of ating (T) | Refonver (8) $(x)$ | $\begin{aligned} & \text { Morth } \\ & \text { mornelty } \\ & \text { kevet } \\ & \text { (y) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS-19........ | 1 | I | 0.1273 | 0.0710 | 1.0370 | 0.0736 | 1.1 | 16.9 |
| 20-24... | 2 | 2 | 0.8806 | 0.0679 | 1.0272 | 0.0697 | 2.2 | 18.5 |
| 25-29 ........ | 3 | 3 | 2.1489 | 0.0792 | 0.9832 | 0.0779 | 3.8 | 38.4 |
| 30-34 ....... | 4 | 5 | 3.5293 | 0.1034 | 1.0167 | 0.1051 | 5.7 | 17.5 |
| 35-39 ....... | 5 | 10 | 4.7337 | 0.1189 | 1.0782 | 0.1282 | 7.8 | 17.2 |
| 40-44....... | 6 | 15 | 5.7385 | 0.1469 | 1.0615 | 0.1559 | 10.3 | 16.4 |
| 45-49........ | 7 | 20 | 6.2785 | 0.1793 | 1.0381 | 0.1861 | 13.1 | 15.7 |

Using $P(1) / P(2)=0.1446$ and $P(2) / P(3)=0.4098$.
Number of years prior to the survey to which estimates refer.
sistent with the general age pattern of fertility; the average parities corresponding to true cohorts and shown in table 66 do increase in every case and by amounts that look reasonable, so the reporting of children ever born at the two time-points being considered seems consistent. The average number of children dead for true cohorts of women should also increase, whenever migration or selective mortality effects are not in operation; the data given in table 66 also pass this test, although the increases in average numbers of children dead for older women are very small. However, it can be concluded that, so far, these tests reveal no obvious shortcomings of the data.
The behaviour of the proportion dead among children ever bom, $D(i, s)$, provides a further test of data quality; these proportions are expected to increase with age of mother, as the average exposure of her children to the risk of dying increases. Although the proportions dead reported at the two points in time being considered rise steadily with age of mother (leaving aside information for women aged 15-19), the proportions dead for the hypothetical cohort actually decline for age group 45-49, suggesting that there is some slight omission of dead children by older women, an omission masked in the original data sets by the effects of declining child mortality.
It is clear from the estimates of mortality level given in table 68 that the child mortality estimate based on
information from women under 20 years of age is not reliable, a finding that is fairly common. The estimates for women in the age range from 20 to 44 are highly consistent, indicating that child mortality in Thailand between 1970 and 1975 was approximately equal to that of level 18.5 of the North model. The estimate obtained from data referring to women aged $45-49$ indicates somewhat lower child mortality, probably because of the slight omission of dead children already detected. The consistency of the mortality estimates shown in table 68 is in marked contrast with that of the estimates presented in table 69, which show heavier mortality as age of mother rises, presumably because child mortality has been declining.

The intersurvey method of estimation described and illustrated here assumes roughly constant fertility. Fertility in Thailand was falling before 1970, and it continued to fall throughout the intersurvey period. In such circumstances, the estimated intersurvey child deaths exceed those expected on the basis of intersurvey births because they include the child deaths occurring during the intersurvey period to birth cohorts that were larger at the time of the first survey (or census in the case of Thailand) than those constructed for the hypothetical female cohort on the basis of intersurvey fertility. Child mortality will thus be overestimated somewhat by an amount that increases with age of mother, since the ratio of births during the intersurvey period to surviving children
at the beginning of the intersurvey period declines with age of mother. Thus, it is surprising to find that the estimated mortality levels given in table 68 tend to increase somewhat with age of mother in spite of the fact that the methodological bias just described would affect them in the opposite direction. Zlotnik and Hill ${ }^{13}$ estimated that the magnitude of this bias in the case of Thailand is approximately $\mathbf{- 0 . 1}$ of a mortality level for the estimate derived from age group 25-29, and of about -0.2 of a mortality level for that derived from age group 30-34. The fact that such small biases are counteracted by other, yet undetected, flaws in the data make the average level, 18.5, an acceptable estimate of intersurvey child mortality.

## E. ESTIMATION OF.CHILD MORTALITY WHEN THE FERTILITY EXPERIENCE OF TRUE COHORTS IS KNOWN

## 1. Basis of method and its rationale

As explained in section $A$, if fertility has been changing in the recent past, the observed parity ratios used as independent variables when estimating the multipliers, $k(i)$, may not refiect adequately the true experience of cohorts in the population; and, hence, the resulting multipliers may not be suited for mortality estimation purposes. A method proposed to circumvent the problems introduced by declining fertility consists of taking into account the experience of true cohorts when estimating the $k(i)$ multipliers, instead of basing their estimates on ratios of parities referring only to one point in time. This method is described below in detail.

As in the methods presented before, two types of cohorts may be considered: those defined according to age; and those defined according to the duration of first marriage or union. The estimation procedures used to analyze each of these types of data are very similar, so only the case where data are classified by age is described; the variations necessary to apply these procedures to data classified by duration of first marriage are pointed out as the need arises.

## 2. Data required

The following data are required for this method:
(a) The number of children ever born classified by five-year age (or duration) group of mother for two surveys five or 10 years apart;
(b) The number of children dead (or surviving) classified by five-year age (or duration) group of mother for the most recent survey being considered;
(c) The total number of women (or of ever-married women) classified by five-year age (or duration) groups for each one of the surveys being considered.

It is not necessary to have data on the number of children dead for both of the surveys being considered. If these data are available (children dead for both surveys), it is strongly recommended that the method described above in section D be used to estimate intersurvey child mortality, in spite of the fact that it does not make any explicit allowance for the effects of changing fertility.

[^52]As usual, it is helpful to have the data on children ever born and dead classified by sex. When this classification is not available, sex differentials in child mortality can only be imputed by using mortality models.

## 3. Computational procedure

The steps of the computational procedure are given below.

Step 1: calculation of average parity per woman. To calculate the average parity per woman, $P(i, j)$, let $C E B(i, j)$ be the number of children ever born to women in age (duration) group $i$ at survey $j$, and let $F P(i, j)$ be the corresponding total number of women (ever-married women if data are classified by duration) of age (duration) group $i$. Then, as usual, the average number of children ever bom per woman of age group $i$ and survey $j$ is calculated as

$$
\begin{equation*}
P(i, j)=C E B(i, j) / F P(i, j) \tag{E.I}
\end{equation*}
$$

Step 2: calculation of proportion of children dead reported at time of second survey. The values of this proportion, $D(i, 2)$, are calculated only for the second survey or census. Thus, denoting the number of children dead to women of age group $i$ from this survey by $C D(i, 2)$, one has

$$
\begin{equation*}
D(i, 2)=C D(i, 2) / C E B(i, 2) \tag{E.2}
\end{equation*}
$$

Step 3: calculation of multipliers. It is in this step that the use of cohort experience becomes relevant. The values of multipliers $k(i)$ are estimated by means of equations fitted to model cases by means of least-squares regression and whose independent variable is a ratio of parities referring to a birth cohort of women at two points in time. Therefore, if the surveys considered are five years apart, these parity ratios have the form $P(i-1,1) / P(i, 2)$; while if the surveys are 10 years apart, the corresponding ratios would be $P(i-2,1) / P(i, 2)$. The form of the equation to estimate the $k(i)$ multipliers, the values of the fitted coefficients and the form of the corresponding parity ratios are presented in tables $70-73$. Tables 70 and 71 are to be used when the data are classified by age, whereas tables 72 and 73 are needed when the data are classified by duration of first marriage. The first table of each set (tables 70 and 72) is to be used when the intersurvey interval is five years, whereas the second table of each set (tables 71 and 73) is needed when the interval is 10 years. After selecting the appropriate table for the case at hand, the calculation of the $k(i)$ multipliers is straightforward, as is shown in the detailed examples.

Step 4: estimation of probability of dying. The estimated values of $\boldsymbol{q}(x)$, the probability of dying between birth and exact age $x$, are obtained as the products of the observed proportions dead, $D(i, 2)$, and the multipliers, $k$ (i), computed in step 3.

Step 5: estimation of reference period. The use of the experience of true cohorts to estimate the multipliers,

TADLE 70. COEFFICIENTS FOA ESTIMATION OF THE MULTIPLIERE, \&(). FROM THE EXVERERNCE OF TRUE COHONTS WhEN DATA ARE CLASSHFED DY AOE OF MOTHER AND THE DNTERSURVEY INTERVAL IE FIVE YEARS

| $\begin{aligned} & \text { Minowley } \\ & \text { mod' } \end{aligned}$ | $\begin{aligned} & \text { ape } \\ & (27 \end{aligned}$ | Indinx <br> (a) | $\begin{aligned} & \text { 4; } \\ & \text { en } \\ & \hline \end{aligned}$ | Piny nimotor tio Mention ( $1.1,1 /\left(M_{1}, 2\right)$ (3) | Cusituntin |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\begin{gathered} \text { city } \\ \text { (6) } \end{gathered}$ | (7) |
| North ....... | 20-24 | 2 | 2 | $P(1,1) / P(2,2)$ | 1.1635 | -1.0530 |
|  | 25-29 | 3 | 3 | $\boldsymbol{P}(2,1) / P(3,2)$ | 1.1833 | -0.4924 |
|  | 30-34 | 4 | 5 | $P(3.1) / P(4,2)$ | 1.3408 | -0.5210 |
|  | 35-39 | 5 | 10 | $P(4,1) / P(5,2)$ | 1.5425 | -0.6137 |
| South ....... | 20-24 | 2 | 2 | $P(1,1) / P(2,2)$ | 1.2015 | -1.0218 |
|  | 25-29 | 3 | 3 | $\boldsymbol{P}(2,1) / P(3,2)$ | 1.2121 | -0.4235 |
|  | 30-34 | 4 | 5 | $P(3,1) / P(4,2)$ | 1.2973 | -0.4071 |
|  | 35-39 | 5 | 10 | $P(4,1) / P(5,2)$ | 1.4205 | -0.4515 |
| Etst .......... | 20-24 | 2 | 2 | $P(1,1) / P(2,2)$ | 1.1614 | -0.7298 |
|  | 25.29 | 3 | 3 | $\boldsymbol{P ( 2 , 1 ) / P ( 3 , 2 )}$ | 1.1524 | -0.3159 |
|  | 30.34 | 4 | 5 | $P(3,1) / P(4,2)$ | 1.2240 | -0.3184 |
|  | 35-39 | 3 | 10 | $P(4,1) / P(5,2)$ | 1.3253 | -0.3682 |
| Wen........ | 20-24 | 2 | 2 | $P(1,1) / P(2,2)$ | 1.1838 | -0.890] |
|  | 25-29 | 3 | 3 | $\boldsymbol{P}(2,1) / P(3,2)$ | 1.1776 | -0.3828 |
|  | 30-34 | 4 | 5 | $P(3,1) / P(4,2)$ | 1.2757 | -0.3939 |
|  | 35-39 | 5 | 10 | $P(4,1) / P(5,2)$ | 1.4017 | -0.4662 |
|  |  | Estimation equations:$\begin{aligned} & k(i)=a(f)+b(i) P(i-1,1) / P(f, 2) \\ & G(x)=k(i) D(i, 2) \end{aligned}$ |  |  |  |  |

 WHEN DATA ARE CLASGIFIED EY AOE OF MGTHER AND THE DNTERSURVEY BNTERVAL BS 10 YEARS

|  | (a) | $\begin{aligned} & \text { Nan } \\ & \text { (3) } \end{aligned}$ | $\begin{aligned} & \text { A } \\ & \text { (i) } \end{aligned}$ | Anty mixiforme ( $/(-2,1) / \pi(2)$ (3) | Coremer |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 6 | (17) |
| North ...... | 25-29 | 3 | 3 | $P(1,1) / P(3,2)$ | 1.0301 | -1.1435 |
|  | 30-34 | 4 | 5 | $P(2,1) / P(4,2)$ | 1.1163 | -0.4176 |
|  | 35-39 | 5 | 10 | $P(3,1) / P(5,2)$ | 1.2648 | -0.3991 |
| South ...... | 25-29 | 3 | 3 | $P(1,1) / P(3,2)$ | 1.0795 | -0.9681 |
|  | 30-34 | 4 | 5 | $P(2,1) / P(4,2)$ | 1.1203 | -0.3211 |
|  | 35-39 | 5 | 10 | $P(3,1) / P(5,2)$ | 1.1972 | -0.2918 |
| Enat .......... | 25.29 | 3 | 3 | $P(1,1) / P(3,2)$ | 1.0535 | -0.7242 |
|  | 30-34 | 4 | 5 | $P(2,1) / P(4,2)$ | 1.0859 | -0.2523 |
|  | 35-39 | 5 | 10 | $P(3,1) / P(5,2)$ | 1.1585 | -0.2390 |
| West........ | 25-29 | 3 | 3 | $P(1,1) / P(3,2)$ | 1.0579 | -0.8796 |
|  | 30-34 | 4 | 5 | $P(2,1) / P(4,2)$ | 1.1054 | -0.3139 |
|  | 35-39 | 5 | 10 | $P(3,1) / P(5,2)$ | 1.1914 | -0.3043 |

Estimation equations:

$$
\begin{aligned}
& k(i)=a(j)+b(i) P(i-2,1) / P(i, 2) \\
& G(x)=k(i) D(i, 2)
\end{aligned}
$$

$k$ (i), makes allowance for changes in fertility, but it does nothing with respect to changes in mortality. Therefore, if there is evidence suggesting a mortality decline in the recent past, it is important to ascertain to which time period the $q(x)$ estimates obtained in step 4 really refer. The estimation of the reference period, $t(x)$, the number of years before the second survey to which the corresponding $q(x)$ estimate refers, is carried out by means of equations whose coefficients were estimated by using least-squares regression applied to data generated by model schedules. The estimated values of these coefficients are given in tables 74-77. The order of these tables parallels that used in presenting the tables needed to calculate the $k$ (i) multipliers. The first two tables are used when data are classified by age and the second two when data are classified by mar-
riage duration. Within each set, the first table is used if the intersurvey period is five years and the second if it is 10 years. The use of these tables is illustrated in the next examples.

## 4. Detailed examples

This section presents two examples: that used in the previous section referring to Thailand and illustrating the estimation procedure applied to a five-year intersurvey interval; and the case of Brazil, where data on children ever born and children surviving have been collected by several of its decennial censuses.

## (a) Thailand, 1970-1975

The basic data available for Thailand for the years

TAOLE 72. COAFPICIENTS FOR ESTMMATION OF THE MULTILLERS, $k$ ( $i$ ), FROM THE EXCERFENCE OF TRUE COHORTS


| min | $a_{\text {mumion }}$ | $\begin{gathered} \operatorname{smax} \\ \text { (3) } \end{gathered}$ | $\begin{aligned} & \text { Apy } \\ & \text { 部 } \end{aligned}$ | Polly nemer formo <br>  (3) | Cophorioms |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | (\%) |
| North ...... | 5.9 | 2 | 3 | $\boldsymbol{P}(1,1) / P(2,2)$ | 1.2000 | -0.5977 |
|  | 10.14 | 3 | 5 | $\boldsymbol{P}(2,1) / P(3,2)$ | 1.3060 | -0.4662 |
|  | 15.19 | 4 | 10 | $\boldsymbol{P}(\mathbf{3}, 1) / P(4,2)$ | 1.4789 | -0.5290 |
| South ....... | 5-9 | 2 | 3 | $P(1,1) / P(2,2)$ | 1.2359 | -0.5626 |
|  | 10.14 | 3 | 5 | $P(2,1) / P(3,2)$ | 1.2797 | -0.3843 |
|  | 15.19 | 4 | 10 | $\boldsymbol{P}(\mathbf{3}, 1) / \boldsymbol{P}(4,2)$ | 1.3564 | -0.3915 |
| Enan ......... | 5.9 | 2 | 3 | $P(1,1) / P(2,2)$ | 1.1648 | -0.4057 |
|  | 10-14 | 3 | 5 | $P(2.1) / P(3,2)$ | 1.2047 | -0.2919 |
|  | 15-19 | 4 | 10 | $\boldsymbol{P}(\mathbf{3}, 1) / P(4,2)$ | 1.2823 | -0.3120 |
| Wear........ | 5.9 | 2 | 3 | $P(1,1) / P(2.2)$ | 1.1882 | -0.4803 |
|  | 10.14 | 3 | 5 | $P(2,1) / P(3,2)$ | 1.2455 | -0.3499 |
|  | 15-19 | 4 | 10 | $\boldsymbol{P}(3,1) / P(4,2)$ | 1.3408 | -0.3857 |
|  |  | Estimation equations:$\begin{aligned} & k(i)=c(i)+b(i) P(i-i, 1) / P(i, 2) \\ & q(x)=k(i) D(i, 2) \end{aligned}$ |  |  |  |  |

Tamle 73. COEFFICIENTS FOR ESTIMATION OF THE MULTIFLIERS, $k$ (i), FROW THE EXPERIENCE OF TRUE COHORTS when data ante classified iv dulation of marrlage and the inteksurvey intekval is 10 years

|  | $\begin{aligned} & \text { Dowlow } \\ & 027 \end{aligned}$ | $\begin{aligned} & \operatorname{minx} \\ & \text { (3) } \end{aligned}$ |  |  | Corformis |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | (6) | (i) |
| North ....... | 10.14 | 3 | 5 | $P(1,1) / P(3,2)$ | 1.1650 | -0.7209 |
|  | 15.19 | 4 | 10 | $\boldsymbol{P}(\mathbf{2}, 1) / P(4,2)$ | 1.2697 | -0.4094 |
| South ....... | 10.14 | 3 | 5 | $P(1,1) / P(3,2)$ | t.1630 | -0.5922 |
|  | 15-19 | 4 | 10 | $\boldsymbol{P}(\mathbf{2}, 1) / \boldsymbol{P}(4,2)$ | 1.2015 | -0.3022 |
| Eman......... | 10-14 | 3 | 5 | $P(1,1) / P(3,2)$ | 1.1162 | -0.4502 |
|  | 15.19 | 4 | 10 | $P(2,1) / P(4,2)$ | 1. 1589 | -0.2409 |
| Wex......... | 10-14 | 3 | 5 | $P(1,1) / P(3,2)$ | 1.1394 | -0.5401 |
|  | 15-19 | 4 | 10 | $\boldsymbol{P}(\mathbf{2}, 1) / P(4,2)$ | 1.1883 | -0.2978 |
|  |  | Estimation equations:$\begin{aligned} & k(i)=a(i)+b(i) P(i-2,1) / P(i, 2) \\ & q(x)=k(i) D(i, 2) \end{aligned}$ |  |  |  |  |

Taile 74. Cobpficients needed to estimate the reference feriod, $f(x)$,* from the expenience of TRUE COMORTS When data ane classified by age and the intersuavey interval is five years

| $\begin{aligned} & \text { Ax } \\ & \mathbf{H}^{\prime} \end{aligned}$ | $\begin{gathered} y_{1} \text { bx } \\ (\text { a) } \end{gathered}$ |  |  | Corfaner |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 4 | (6) |
| 20-24............... | 2 | 2 | $\boldsymbol{P}(1,1) / \mathbf{P}(2,2)$ | 1.3999 | 5.9156 |
| 25-29.................. | 3 | 3 | $\boldsymbol{P}(2,1) / P(3,2)$ | 1.1637 | 6.4668 |
| 30-34................. | 4 | 5 | $\boldsymbol{P}(3,1) / P(4,2)$ | -0.4262 | 10.8371 |
| 35-39.................. | 5 | 10 | $\boldsymbol{P}(4,1) / P(5,2)$ | -2.759 | 14.6371 |
| Estimation equation:$t(x)=a(i)+b(i) P(i-1, i) / P(i, 2)$ |  |  |  |  |  |

"Number of years prior to the survey to waich estimates refer.

1970 and 1975 are presented in table 65. From those data, child mortality is estimated by using only the proportions of children dead reported at the second point in time and the parity changes experienced by the different female birth cohorts.

The steps of the calculations are given below.
Step 1: catculation of average parity per woman. The
values of average parities, $P(i, j)$, have already been calculated in step 1 of the detailed example given in subsection D. 3 and are given in table 66.

Step 2: calculation of proportion of children dead reported at the time of the second survey. The proportion of children dead at the time of the second survey ( 1975 in this case), denoted by $D(i, 2)$, is calculated directly from the

Talle 75. Cobpficients needed to estimate the refenence meniod, $f(x)^{*}$ fitom the expeaience of tave cohtonts when data are clashified or age and the intersuryey interval is 10 veans

| $\begin{aligned} & \text { 售 } \\ & \hline \end{aligned}$ | $\begin{aligned} & \boldsymbol{m} x \\ & \left.\frac{1}{2}\right) \end{aligned}$ | $\begin{aligned} & 14 \\ & x \\ & \text { (3) } \\ & \hline \end{aligned}$ |  | conoremo |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (3) | M9 |
| $25.29 . . . . . . . . . . . . . . . .$. | 3 | 3 | $\boldsymbol{P}(1,1) / P(3,2)$ | 3.2474 | 14.2086 |
| 30-34.................. | 4 | 5 | $\boldsymbol{P}(2,1) / P(4,2)$ | 3.6914 | 8.9412 |
| 35-39 .................. | 5 | 10 | $\boldsymbol{P}(3,1) / P(5,2)$ | 3.4605 | 10.1997 |
| Estimation equation:$f(x)=a(i)+b(i) P(i-2,1) / P(i, 2)$ |  |  |  |  |  |

TADLE 76. COEFFICIENTS NEBDED TO ETTMMATE THE REPERENCE FARHOD, $f(x)$, FHOM THE EXGERIENCE OF TRUE COHORTS WHEN DATA ARE CLAESFIED BY MARBZAAOE DULAATION AND THE ENTERSURVEY INTERVAL IS five veans

| $\frac{D_{0}}{7 m}$ | $\begin{gathered} \text { finx } \\ \text { (2) } \end{gathered}$ | $\begin{aligned} & 4 \% \\ & i x \end{aligned}$ |  | Cremamer |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (1) | 4919 |
| 5-9................... | 2 | 3 | $P(1,1) / P(2,2)$ | 1.6812 | 4.5954 |
| 10-14................. | 3 | 5 | $P(2,1) / P(3,2)$ | 1.5051 | 6.4997 |
| 15-19.................. | 4 | 10 | $\boldsymbol{P ( 3 , 1 ) / P ( 4 , 2 )}$ | -0.4116 | 11.12\% |
| Estimation equation:$t(x)=a(i)+b(i) P(i-1, i) / P(i, 2)$ |  |  |  |  |  |

See table 74, footnote a.
 TAUE COAOUTS WHEN DATA ARE CLASSFIED DY MANEAAOE OURATION AND THE INTBREURVEY INTERVAL IS 10 Years

| Brom | $\begin{gathered} \text { tave } x \\ \text { (2) } \end{gathered}$ | $\begin{aligned} & \text { Ag } \\ & \text { (i) } \end{aligned}$ |  | Cratatm |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (i) | H010 |
| 10-14. | 3 | 5 | $P(1,1) / P(3,2)$ | 3.3781 | 10.5019 |
| 15.19.................. | 4 | 10 | $P(2,1) / P(4,2)$ | 3.9324 | 8.7033 |

Estimation equation:
$t(x)=a(i)+b(i) P(i-2, i) / P(i, 2)$

## TSee table 74, footnote a.

data given in table 65 by dividing the number of children dead by those ever born for each age group of mother. For example, $D(4,2)$ is calculated as follows:

$$
D(4,2)=2,375 / 22,969=0.1034
$$

All values of $D(i, 2)$ are shown in table 78.
Srep 3: calculation of multipliers. The independent variables necessary to estimate the muftipliers, $k(i)$, are the ratios of the observed average parities corresponding to true cohorts at the two points in time being considered. These ratios have the form $P(i-1, I) / P(i, 2)$,
since the intersurvey period is five years. The values of these ratios are shown in column (5) of table 78. For $i=4$, the ratio is

$$
P(3,1) / P(4,2)=2.4479 / 3.5293=0.6936
$$

where the values of $P(i-1,1)$ and $P(i, 2)$ are obtained from table 66.

Once the necessary parity ratios are computed, the values of $k(i)$ are estimated by using the coefficients presented in table 70. As in the example given in subsection D.3, the mortality pattern selected is North. The

TABLE 78. EETIMATION OF CHBLD MORTALITY PROM 1975 DATA TAKINO INTO ACCOUNT THE FERTILITY EXPR\&IENCE OF COHORTS, THALLAND

| A | $\begin{gathered} 7 / 12 \pi \\ (2) \end{gathered}$ | $\begin{gathered} 4 \\ x \\ i 3 \end{gathered}$ |  | Antry miverion me $\pi-1.1 y / \pi z$ <br> (3) | $\begin{gathered} \text { menthart } \\ \text { no } \\ \hline \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19 .................. | 1 | 1 | 0.0710 | - | $\bigcirc$ | 0.0 | , | $\bullet$ |
| 20-24................. | 2 | 2 | 0.0679 | 0.1477 | 1.0000 | 0.0684 | 2.3 | 18.8 |
| 25-29 .................. | 3 | 3 | 0.0792 | 0.4679 | 0.9529 | 0.0753 | 4.2 | 18.6 |
| 30-34 .................. | 4 | 3 | 0.1034 | 0.6936 | 0.9794 | 0.1013 | 6.6 | 17.4 |
| 35-39.................. | 5 | 10 | 0.1189 | 0.8198 | 1.0394 | 0.1236 | 9.2 | 16.8 |

resulting values of $k(i)$ are shown in table $78 ; k(4)$ is calculated in detail below:

$$
k(4)=1.3408+(-0.5210)(0.6936)=0.9749 .
$$

Step 4: calculation of probability of dying. Estimates of the probability of dying. $q(x)$, are obtained as the products of the proportion of children dead, $D(i, 2)$, and the $k$ (i) multipliers. Note that this time no estimate of $q(1)$ is possible; consequently, there is no multiplier for $D(1,2)$. The resulting values of $q(x)$ are shown in column (7) of table 78.

Step 5: calculation of reference period. Using the coefficients presented in table 74 and the parity ratios used in calculating $k(i)$, the values of the reference period. $f(x)$, are obtained by substituting them in the estimation equation shown at the bottom of table 74. For example.

$$
t(2)=1.3999+(5.9156)(0.1477)=2.3 .
$$

This value means that the estimate of $q(2)$ obtained in step 4 refers to approximately 2.3 years before the
second survey. So it can be said that $q(2)$ roughly represents the child mortality prevalent in 1973, since the second data set being considered is supposed to represent 1975 experience. The complete set of $t(x)$ values is listed in table 78.

Column (9) of table 78 shows the levels of mortality in the North family of Coale-Demeny life tables consistent with the estimated $q(x)$ values. Once more, these levels suggest that child mortality has been declining. Their values are quite consistent with those shown in table 69. where child mortality estimates were obtained solely from the 1975 data. If anything, the new values suggest that the decline in mortality was more rapid.

## (b) Brazil, 1960-1970

The data on children ever born and surviving collected for the whole of Brazil during the 1960 and 1970 censuses (both of which have exactly the same reference date, I September) are given in table 79. This wealth of data permits the application of most of the methods described in this chapter. Since the detailed application of these methods has already been described in the other examples presented so far, it is not repeated here, but results obtained by using each of them are shown.

Table 79. Data on children ever born and surviving, Brazit, 1960 and 1970
(Thousands)

| $\begin{aligned} & \text { Ag } \\ & \text { fil } \\ & \hline \end{aligned}$ | J\%\% |  |  |  | 1970 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Nomber } \\ & \text { of momen } \\ & \text { (2) } \end{aligned}$ | CWider 4.wer bown (3) |  <br> (4) | CWhlan (3) | Nunber of women (6) | CWidren ewer bam (7) | Carlater sumpuing (8) |
| 15-19. | 3723 | 467 | 453 | 398 | 5306 | 630 | 557 |
| 20-24 .................. | 3244 | 3574 | 3467 | 2984 | 4309 | 4182 | 3653 |
| 25-29 ................... | 2701 | 6864 | 6658 | S 624 | 3264 | 7923 | 6817 |
| 30-34.................. | 2266 | 8612 | 8354 | 6889 | 2862 | 10808 | 9133 |
| 35-39.................. | 1993 | 9782 | 9489 | 7607 | 2571 | 12343 | 10229 |

Before proceeding to apply these methods, it must be pointed out that the question used in the 1960 census to obtain information on children ever born was not phrased properly; consequently, the data collected exhibit a definite bias. Specifically, the question asked of women of reproductive age was: "How many children have you ever had?", instead of "How many children, who have been born alive, have you ever had?" It is therefore likely that the 1960 information on children ever born includes both those born alive and those born dead. So, before the 1960 data are used to estimate child mortality, the number of children ever born have to be corrected for the inclusion of stillbirths. The correction made consists in multiplying the reported numbers of children ever born by 0.97 , on the assumption that the incidence of stillbirths among all births is 0.03. In studies of similar data collected during the 1950 census of Brazil, the proportion of stillbirths used for the purpose of correction was 0.05 . ${ }^{14}$ This estimate was based on the proportion of stillbirths yielded by the 1940

[^53]census, during which a definite distinction was made between live births and stillbirths. According to this census, about 7 per cent of all births were stillbirths, but the estimate of 5 per cent was accepted on the grounds that women were not as likely to report all their stillbirths when only a question on children ever born was posed as when two questions, one about live births and another about stillbirths, were asked.
More information about the incidence of stillbirths among all births to the Brazilian population is now available. Two separate questions referring to these events were asked by the 1970 census and by several country-wide sample surveys carried out during the 1970s. All these data reveal that the proportion of reported stillbirths among all births has declined to roughly 0.05 ( 0.045 may be a more accurate figure): and therefore, a 5 per cent correction for the 1960 data seems too high, especially because of the known tendency among women to underreport the number of children they have ever had. As a compromise, a 3 per cent correction was accepted. The corrected numbers of children ever born by age group of mother for 1960 are shown in column (4) of table 79.

Table 80 shows the results of the steps needed to estimate child mortality from the information gathered in

Table 80. Child mortality estimation using mulimmlers mased on the West mortality pattekn. Bmazil. 1960

| Am | $\begin{gathered} \text { Indx } \\ \text { (2) } \\ \hline \end{gathered}$ | $\begin{aligned} & x_{x} \\ & \text { (3) } \\ & \hline \end{aligned}$ |  | maportion of cuition ing (3) | $\begin{gathered} \text { Madiplicrs } \\ \text { Mif(i) } \\ \hline \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19................. | 1 | I | 0.1217 | 0.1214 | 1.1656 | 0.1415 | 0.9 | 12.2 |
| 20-24................. | 2 | 2 | 1.0686 | 0.1393 | 1.0808 | 0.1506 | 2.1 | 13.6 |
| 25-29................. | 3 | 3 | 2.4650 | 0.1554 | 1.0112 | 0.1571 | 3.9 | 13.9 |
| 30-34 .................. | 4 | 5 | 3.6865 | 0.1754 | 1.0134 | 0.1778 | 6.2 | 13.6 |

-Adjusted to exclude stilibiths.
${ }^{\boldsymbol{z}}$ Number of years prior to the survey to which estimates refer.
${ }^{6}$ Based on $P(1) / P(2)=0.1138$ and $P(2) / P(3)=0.4335$.
Table 81. Child mortality estimation using multiplezs based on the West mortality pattern, Brazil, 1970

| $\xrightarrow{4^{2}}$ | $\begin{aligned} & \text { indx } \\ & \dot{1}, \end{aligned}$ | $\begin{aligned} & 16 \\ & x \\ & x_{3} \\ & \hline \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19................. | 1 | 1 | 0.1187 | 0.1159 | 1.1168 | 0.1294 | 1.0 | 13.0 |
| 20-24................. | 2 | 2 | 0.9705 | 0.1265 | 1.0850 | 0.1373 | 2.1 | 14.3 |
| 25-29................. | 3 | 3 | 2.4274 | 0.1396 | 1.0258 | 0.1432 | 3.8 | 14.6 |
| 30-34.................. | 4 | 5 | 3.7764 | 0.1550 | 1.0298 | 0.1596 | 5.9 | 14.5 |

1960 (see subsection B.2). Note that the levels of mortality implied by the $q(x)$ estimates are fairly similar, except for that associated with $q(1)$, which is clearly out of line with the rest, probably because child mortality is not independent of mother's age (see subsection A.1).

Note that the raw data (table 79) provide the number of children surviving rather than the number dead. The latter, of course, are obtained by subtraction.

Table 81 shows the estimates of childhood mortality obtained solely from the 1970 information (see subsection B.2). Once more, the estimate of $q(1)$ is not consistent with the others. In general, the level of child mortality seems to have improved between 1960 and 1970.

It is worth remarking that when child mortality is estimated from a single data set, the estimated values of
$q(1), q(2), q(3)$ and $q(5)$ refer approximately to one, two, four and six years before the census being considered. Reference dates for the usual child mortality estimates always display this pattern.

Tables 82 and 83 illustrate the steps necessary to obtain intercensal estimates of child mortatity (see section D). The average number of children dead is obtained in this case by subtracting the number of children surviving from the total number of children ever bom and dividing the result by the number of women in the relevant age group. Thus, for example,

$$
\begin{aligned}
& A C D(3,1)=(6,658-5,624) / 2,701=0.3828 ; \\
& A C D(2,2)=(4,182-3,653) / 4,309=0.1228 .
\end{aligned}
$$

Final results are shown in table 83. Note that the

Table 82. Child mortality estimation for the intercensal peaiod 1960-1970, with 1960 DATA ON CHILDREN EVER BORN CORRECTED FOR INCLUSION OF STHLLBIRTHS, BRAZIL

| $\begin{aligned} & \text { A } w_{0} \\ & (f) \end{aligned}$ | $\begin{aligned} & \text { Index } \\ & \text { (2) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { A werge nomber of } \\ & \text { cill } \end{aligned}$ |  | Awerey mimber of ctimen dead |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} 1960 \\ P(i, 1)^{\prime} \\ (J) \end{gathered}$ | $\begin{aligned} & 1970 \\ & { }^{19(2)} \\ & (4) \end{aligned}$ | $\begin{gathered} 1960 \\ \left.\operatorname{ACDO}_{(1)}, 1\right) \end{gathered}$ | $\begin{gathered} 1970 \\ A C D(6) \\ (6) \end{gathered}$ |  |
| 15-19. | I | 0.1217 | 0.1187 | 0.0148 | 0.0138 | 0.0138 |
| 20-24 .................. | 2 | 1.0686 | 0.9705 | 0.1488 | 0.1228 | 0.1228 |
| 25-29 .................. | 3 | 2.4650 | 2.4274 | 0.3828 | 0.3388 | 0.3378 |
| 30-34 .................. | 4 | 3.6865 | 3.7764 | 0.6464 | 0.5853 | 0.5593 |
| 35-39 ................... | 5 | 4.7610 | 4.8009 | 0.9441 | 0.8222 | 0.7771 |

${ }^{2}$ Adjusted to exclude stillbirths.
Table 83. Intercensal estimates of child montality, Brazil. 1960-1970

| A | Indrx <br> (2) | A8 <br> (3) |  | Poportion of ctildit D $(1,3)$ (5) | $\begin{aligned} & \text { Meptripliers } \\ & \text { kdif) } \\ & \text { (6) } \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19 ................... | 1 | 1 | 0.1187 | 0.1163 | 1.1172 | 0.1299 | 12.9 |
| $\mathbf{2 0 - 2 4} \ldots . . . . . . . . . . . . . . . . ~$ | 2 | 2 | 0.9705 | 0.1265 | 1.0849 | 0.1372 | 14.4 |
| 25-29 .............. | 3 | 3 | 2.4244 | 0.1393 | 1.0256 | 0.1429 | 14.7 |
| 30-34 .................. | 4 | 5 | 3.6783 | 0.1521 | 1.0296 | 0.1566 | 14.6 |
| 35-39 .................. | 5 | 10 | 4.7927 | 0.1621 | 1.0460 | 0.1696 | 14.6 |

Taces 8a. Child mortality bitimation taking into account the exparince
of thue conorts Brazil. 1970

| 第 | $\begin{aligned} & m_{10} \\ & \dot{a}, \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { dp } \\ & \text { p } \\ & \text { in } \end{aligned}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25-29 .................. | 3 | 3 | 0.0501 | 1.0138 | 0.1415 | 4.0 | 14.7 |
| 30.34................. | 4 | 5 | 0.2830 | 1.0166 | 0.1576 | 6.2 | 14.6 |
| 35-39.................. | 5 | 10 | 0.5134 | 1.0352 | 0.1773 | 8.7 | 14.3 |

'Number of yeans prior to the survey 10 which estimates refer.
mortality levels prevalent during the intercensal period almost coincide with those obtained solely from the 1970 data; and, excluding $q(1)$, they are fairly consistent.
Lastly, when estimates for 1970 are obtained by taking into account the fertility experience of true cohorts,
almost the same mortality levels are obtained (see table 84). Such consistency is reassuring. It permits one to conclude that the average West mortality level prevalent during the period $1960-1970$, as measured by child mortality, was approximately 14.5.
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## Chapter IV

## ESTIMATION OF ADULT SURVIVORSHIP PROBABILITIES FROM INFORMATION ON ORPHANHOOD AND WIDOWHOOD

## A. BACKGROUND OF METHODS

## 1. Nature and use of indinect information on achalt mortality

Chapter III describes how information on the survival of close relatives-information from mothers about the survival of their children-can be used to make indirect estimates of child mortality. The principle can be extended to information about the survival of other close relatives. This chapter describes procedures for obtaining estimates of adult mortality from information concerning the survival of parents and the survival of spouses. In both cases, a particular target person is known to have been alive at the time of some past event (the birth of the respondent in the case of mothers, the conception of the respondent in the case of fathers and marriage in the case of spouses); and some information is available about both the length of exposure to the risk of dying and about the age at which the exposure began. Sample surveys are the usual source of the necessary data, though on occasion, the necessary questions have been included in censuses. The great advantage of these methods of mortality estimation is that they rely upon information gathered by questions that are simple and easy to answer. The normal forms of the questions on orphanhood are "ls your father alive?" and "Is your mother alive?", the possible answers being yes, no or not known. For widowhood, all ever-married respondents are asked whether their first spouse is still alive, the possible answers again being yes, no or not known. It should be mentioned that the term "orphanhood" is used in a rather unusual sense in this chapter, since it is specific to a parent's sex. Thus, when describing methods based on proportions with a surviving mother, an orphaned respondent is one whose mother has died, regardless of the father's survival.

Preston' points out that data on child survival collected from all women provide information about the overall proportion of persons in a given population with a surviving mother. In a closed population, the number of surviving children reported by all women, regardless of age, should be equal to the number of people in the population with a surviving mother. If no direct information on orphanhood is available, an estimate of the level of adult mortality can be made iteratively by finding the level of mortality that, when combined with

[^54]the observed age distribution and age-specific fertility rates, produces the same overall proportion orphaned as the proportion calculated from child survival data. If data on the survival of mother are available, the consistency of the reported number of respondents with a surviving mother and the total reported number of surviving children can be checked; a tendency to omit surviving children will reduce the latter figure, and a tendency to report incorrectly a surviving mother 'will increase the former, so typical errors in the two types of data should show up ciearly.

Information on the survival of parents or spouses is an indicator only of adult mortality, since the exposure to risk of the target person begins in adulthood, at the birth, conception or marriage of the respondent. Thus, strictly speaking, such data should be used only to estimate survivorship probabilities from one adult age to another; the first group of techniques presented in this chapter permits the estimation of such conditional survivorship probabilities, and the methods in this group are described as "conditional". However, if an estimate of the level of child mortality is available, in the form of an estimate of $1(2)$, and some assumption can be made about the form of the relationship between child and adult mortality in the population under study, the information on child mortality can be combined with an indicator of adult mortality to estimate an unconditional survivorship probability, that is, the probability of surviving from birth to some adult age. The second group of methods presented in this chapter, described as "direct" methods, allows the estimation of such unconditional survivorship probabilities. In choosing between these two approaches, it should be remembered that the estimates of conditional survivorship are less dependent upon assumed models, but they are also more difficult to incorporate into a full life table, than are the direct estimates, which, in turn, are determined, to a considerable extent, by the estimates of child mortality used in their calculation.

Estimates of adult mortality derived from information on the survival of close relatives represent averages of the mortality experienced over the period during which the relatives were exposed to the risk of dying. If mortality has been changing in a regular way, each estimate has a time reference; that is, there is a time before the survey with a period life table having the survivorship probability that has been estimated. The number of years, $t$, before the survey that define the period to which this life table refers will depend mainly upon the average exposure to risk of the target persons and upon
the average age range of their exposure; in general, this number of years $t$ will be somewhat less than half the average exposure to risk. It is possible to estimate the time period to which the survivorship probabilities derived from a single survey refer if certain assumptions about the regularity of the prevalent mortality trend are made. Brass and Bamgboye ${ }^{2}$ propose such a method of estimation. In addition, when data are available from two surveys held five or 10 years apart, it is possible to

[^55]derive estimates referring to the intersurvey period by reconstructing the experience of a hypothetical intersurvey cohort.

## 2. Organization of this chapter

All the estimation methods described in this chapter share two characteristics in common: they allow the estimation of probabilities of survivorship to ages in adulthood (beyond age 20); and they use data on the survival of close relatives (parents and spouses). The methods presented can be classified into several categories according to whether they permit the estimation of direct or conditional probabilities of survivorship

TADLE 85. SCHEMATIC OLIDE TO CONTENTS OF CHAPTER IV

| Semer |  | Stuosmomy | D) $\mathrm{F}_{5}$ | Examenfomuma |
| :---: | :---: | :---: | :---: | :---: |
| B. Extimation of conditional adult sarvivorship | B.2(b) | Matemal ophanhood data: Brass method | Number of respondents with mother alive (or dead) ciassified by five-year age group <br> Total number of respondents classified by five-year age group Number of respondents who did not know or did not state the survivorship status of their mothers <br> Number of bisths occursing in a given year classified by five-year age group of mother | Probabilities of surviving from ase 25 to ages $35,40,45, \ldots .85$ for females |

Probabilities of surviving from age 32.5 to ages 45, 50, 55, ... 90; or the probabilities of surviving from age 37.5 to ages $50,55,60$, ..., 95 (depending upon the value of $M$, the mean age of fathers at the birth of their children) for males

| B.2(c) Matemal | orphanhood <br> data: <br> method |
| :--- | ---: |
|  |  |

B.2(d) Mavernal opphanhood data from two surveys

Number of respondents with father alive (or dead) classified by five-year age group
Total number of respondents chassified by five-year age group
Number of respondents who did not know or did not declare the survivorship status of their fathers
Number of births occurring in a year classified by Ave-year age group of father (or of mother, if nothing elve is available)
Number of respondents with mother alive (or dead) classified by five-year age group
Total number of respondents classified by tive-year age group
Number of respondents who did not know or did not declare the survivorship status of their mother
Number of births occurring in a given year classified by ave-year age group of mother
Number of respondents with mother alive (or dead) ctassified by five-year age group. for two surveys ive or 10 years apart
Total number of respondents by five-year age group for the same two surveys
Number of respondents who did not declare the sunvival status of their mother for the same two surveys
Number of births occurring in a given year (preferably during the intersurvey period) classified by five-year age group of mother

Tames 85 (comained)
 alive (or dead) classified by five-year age group for two surveys five or 10 years apart
Total number of respondents by five-year age group for the same two surveys
Number of respondents who did not declare the survivorship status of their father, classified by five-year age group for the same two surveys
Number of births occurring in a given year (preferably during the intersurvey period) classified by five-year age group of father (or of mother, if nothing else is available)
B.3(b) Widowhood data by age

Number of ever-married male (female) respondents with first spouse alive (or dead) classified by five-year age group
Toxal number of ever-married male (female) respondents by five-year age group
Number of ever-martied male (femake) respondents who did not declare or did not know the survivorship status of first spouse. by five-year age group
Singulate mean ages at marriage for both males and females (see annex l)
B.3(c) Widowhood data by
duration of first marriage

Number of ever-married male (female) respondents with first spouse alive (or dead) classified by five-year duration-ofmarriage group
Total number of ever-maried male (female) respondents classified by five-year duration-of-marriage group
Number of ever-married mate (female) respondents who did not declare or did not know the survivorship status of first spouse. by five-year duration group
Singulate mean age at marriage for females (males)
8.3(d) Widowhood dath from two surveys

Number of ever-martied male (female) respondents with spouse alive (or dead) classified by five-year age (duration) group for two surveys five or 10 years apart
Total number of ever-married male (female) respondents classified by five-year age (duration) group from the same two surveys
Number of ever-matried male (female) respondents who did not state the survivorship status of their first spouse classified by five-year age (duration) group for the same two surveys
Singulate mean ages at marriage for. males and females for the two surveys

The probabilities of surviving from ages 32.5 to ages $45,50, \ldots, 90$; or the probabilities of surviving from age 37.5 to ages $50,55, \ldots$, 95 (depending upon the value of $M$, the mean age of fathers at the birth of their children) for males during the intersurvey period

The probabilities of surviving from age 20 to ages $25,30,35, \ldots, 55$ (60) for females (males)

The time period to which each estimate refers when mortality is changing

Probabilities of surviving from age 20 to ages 25.30 . ... 50 for females (males)
The time period to which each estimate refers when mortality is changing

| Sand |  | Sumerabon admand | Tree ofinue dive | Eximandpunawn |
| :---: | :---: | :---: | :---: | :---: |
| C. Estimation of survivorship | C. 2 M | Maternal orphanhood data | Number of respondents with mother alive (or dead) classified by five-year age group <br> Total number of respondents by five-year age group <br> Number of respondents who did not declare or did not know the survivorship status of their mother classified by five-year age group <br> Number of births in a year classified by five-year age group of mother <br> An estimate of $l(2)$ for females | /(45). $1(501 . \ldots . .1(75)$ for females |
|  | C.3(b) | Widowhood data by age | Number of ever-married male (female) respondents with first spouse alive (or dead) classified by five-year age group <br> Total number of ever-married male (female) respondents by five-year age group <br> Number of ever-martied male (female) respondents who did not declare the survivorship status of first spouse. by five-year age group <br> Singulate mean age at marriage for both males and females <br> An estimate of $/(2)$ for females (males) | $f(25), l(30) \ldots . . l(55)$ (or $l(60))$ for females (males) |
|  | C.3(c) | Widowhood data by duration of first marriage | Number of ever-married male (female) respondents with first spouse alive (or dead) classified by five-year duration-ofmarriage group <br> Total number of ever-martied male (female) respondents classified by five-year duration group <br> Number of ever-married male (female) respondents who did not declare the survivorship status of first spouse, by five-year duration group <br> Singulate mean age at marriage for females (males) <br> An estimate of $/(2)$ for females (males) | $f(20), /(25) \ldots . . . I(40)$ for females (males) |

and according to the type of data each method requires: information on the orphanhood status; or data on the widowhood status of respondents. The organization of the following sections closely follows this classification. In order to aid the user in selecting the method best suited for a particular application, brief descriptions of each section follow (see also table 85):

Section B. Estimation of conditional adult survivorship. This section presents methods that allow the estimation of conditional probabilities of survivorship, that is, probabilities of surviving to age $x$ given that the target population has already survived to age $y$, where $y$ is less than $\boldsymbol{x}$. This section is divided into two main subsections. In the first, methods using data on the orphanhood status of respondents are described; in the second, methods using data on the widowhood status of evermarried respondents are presented;

Section C. Estimation of survivorship to adulthood from birth. This section presents methods that permit the estimation of the probabilities of surviving from birth to certain ages $x$, all greater than 20. All the methods described require as input an estimate of $l(2)$, the probability of surviving from birth to exact age 2. The two main parts of this section present methods based on orphanhood and widowhood data, respectively.

## B. ESTIMATION OF CONDITIONAL ADULT SURVIVORSHIP

## 1. General characteristics

The methods described in this section deal with the estimation of adult mortality from information about the
orphanhood or widowhood status of respondents. These methods may be called "conditional" because the estimated parameters are conditional probabilities of survival that do not, by themselves, define a complete life table. To derive life-table values from them more information is needed about child mortality; methods for combining information about child and adult mortality are described in chapter VI.

## 2. Estimation of achult survivorship based on proportions not orphaned

## (a) Basis of method and its rationale

Data on the proportions of respondents whose mother (father) is still living can yield plausible estimates of adult mortality. The first method of estimation based on this type of data was proposed by Brass, ${ }^{3}$ who established an equation relating the female probability of surviving from age 25 to age $25+n$ to the proportions of respondents in two contiguous five-year age groups whose mother was still alive at the time of the interview. This equation has the form

$$
\begin{equation*}
l(25+n) / /(25)=W(n) S(n-5)+(1-W(n)) S(n) \tag{B.1}
\end{equation*}
$$

where $S(n)$ is the proportion of respondents aged from $n$ to $n+4$ with mother alive, and $W(n)$ is a weighting factor employed to make allowance for typical age pattems of fertility and mortality. The set of $W(n)$ values that Brass proposed was estimated on the basis of data simulated by using a single mortality pattern (the African standard) and model fertility schedules of fixed shape but variable age locations. Each age location of the fertility schedule is associated with a particular value of $M$, the mean age of women (or men) at the birth of their children. Thus, the weights, $W(n)$, depend both upon $n$, the central point of the age groups being considered, and upon $M$.
More recently, Hill and Trussell ${ }^{4}$ proposed another estimation procedure based on the following equation:

$$
\begin{equation*}
l(25+n) / l(2 S)=a(n)+b(n) M+c(n) S(n-5) \tag{B.2}
\end{equation*}
$$

where $a(n), b(n)$ and $c(n)$ are coefficients estimated by using linear regression to fit equation (B.2) to data from 900 simulated cases. These cases were derived by using several fertility schedules generated by the CoaleTrussell ${ }^{5}$ model and a variety of mortality schedules

[^56]generated by the logit system ${ }^{6}$ with the four different Coale-Demeny ${ }^{7}$ mortality patterns as standards (see chapter I, subsections B. 2 and B.4).

When both methods of estimation were applied to nearly 1,000 other cases simulated by using different fertility and mortality schedules, the method proposed by Brass was found to perform as well as or better than the regression method for $n$ not exceeding 30 years, while the regression method produced substantially better results for higher values of $n$.

Even though this comparison was carried out only on simulated cases that are not subject to the type of errors commonly found in real data, it does reveal the probable strengths and weaknesses of the different methods. Since these methods seem to complement each other in the realm of theory, both of them are described here in the hope that they may also complement each other in practice.

Before proceeding with their description, some general features of methods that attempt the estimation of adult mortality based on the reported proportions of orphaned respondents by age and an indicator of the age pattern of fertility should be pointed out.

First, the estimated probabilities of survivorship do not refer to the entire population, since they reflect only the mortality experience of parents with surviving children. Furthermore, if questions on orphanhood are asked of the entire population, parents with several surviving children will tend to be overrepresented. Theoretically, this problem can be avoided by using an additional filter question that seeks to identify only one child per parent, such as the oldest surviving child or the first-born child. However, in practice, errors in the reporting of family-order status have been found to be so large that methods of analysis using data where the responses have been limited to one child per parent have not yielded better estimates than the original methods. ${ }^{8}$

Secondly, survivorship estimates based on reports by young respondents, and thus corresponding to small values of $n$ (under 20), tend to be affected by misreporting of orphanhood status: young orphaned children are often adopted by relatives who report them as their own children. This phenomenon artificially inflates the proportion of young respondents having a surviving parent and biases upward the estimated survivorship probabilities of younger adults.

Lastly, the estimated probabilities of survival do not, strictly speaking, refer to specific time periods, since they represent average measures over the somewhat illdefined intervals of exposure to the risk of dying of the target population. In cases where mortality has remained essentially constant, problems in the interpre-

[^57]tation of the estimates obtained do not arise since, in the absence of data errors, they should all imply the same, unchanging mortality level. However, because mortality has not remained constant during the recent past in most countries. the interpretation of survivorship probabilities derived from orphanhood data is not always straightforward. Interpretation and assessment are easier when the estimates obtained can be related to specific time periods. If one can assume that mortality has been changing regularly (for instance, by assuming that in the logit system the parameter indicating mortality level, $\alpha$, has been changing linearly with respect to time) and that the adult mortality pattern of the target population is similar to that represented by the general standard (see chapter I, subsection B.4), it is possible to estimate the time $t$ (as number of years before the survey) to which each survivorship probability refers. The estimation method used for this purpose has only recently been proposed by Brass and Bamgboye; ${ }^{9}$ and although it has not yet been widely tested, its general relevance warrants its inclusion in this chapter.

## (b) Brass method

(i) Data required

The following data are required for this method:
(a) The proportion of respondents with a surviving mother (father) in each five-year age group from $n$ to $n+4$. This proportion is denoted by $S(n)$. The set of proportions $S(n)$ can be calculated when any two of the following items are available: (a) the number of respondents with mother (father) alive; (b) the number of respondents with mother (father) dead; (c) the total number of respondents whose mother's (father's) survival status is known. It is important to exclude from the calculations all respondents who did not know or did not declare their mother's (father's) survival status. In every case, data must be classified by five-year age group;
(b) The number of births in a given year classified by five-year age group of mother (father). This information is needed to estimate $M$, the mean age of mothers (fathers) at the birth of their children in the population being studied. The $M$ to be estimated is not the mean age of the fertility schedule (also known as "mean age of childbearing"); it is, rather, a mean age of the fertility schedule weighted by the age distribution of the female (male) population. It may be regarded as an estimate of the average age difference between mother (father) and child in the population, thus being an indicator of the average age at which the target persons (parents) begin their exposure to the risk of dying.
(ii) Computational procedure

The steps of the computational procedure are described below.
Step 1: calculation of mean age at maternity (paternity). The mean age of mothers (fathers) at the birth of a group of children (normally those born in the year before the survey) is denoted by $M$. If one uses the

[^58]index $i$ to denote the different five-year age groups in the reproductive life span of a woman and lets $B(i)$ be the number of births during a particular period to women in age group $i$, then
\[

$$
\begin{equation*}
M=\sum_{i=1}^{7} a(i) B(i) / \sum_{i=1}^{7} B(i) \tag{B.3}
\end{equation*}
$$

\]

where $a(i)$ is the mid-point of age group $i$. (The user should be reminded that, just as stated in chapters Il and III, $i=1$ represents age group $15-19, i=2$ is $20-24$ and so on.) Note that if the births used to calculate $M$ are those reported as occurring during the year preceding the survey and are tabulated by age of mother at the time of the survey, the true age group of the mother will be, on average, six months younger than stated, so that six months should be subtracted from the mid-point of each age group when calculating $M$.
The estimation of $M$ for males is one of the additional problems associated with the estimation of male adult mortality from the proportions of respondents with a surviving father. Fertility questions are generally not asked of maies, so the information from which the female $M$ is estimated is usualiy not available for fathers. Births during the year preceding a survey are sometimes tabulated by age of husband, but this tabulation is generally limited to those cases in which the mother and her husband are enumerated in the same household. Calculating the male $M$ from such a tabulation often biases its value upward because young fathers are more likely to be temporarily absent.
A more robust procedure for estimating $M$ for males consists of adjusting the female $M$ by using information on marital status. The median age of the currently married population can be calculated by sex, and the difference between the male and female medians can be added to the previously calculated female $M$ to obtain an estimate of the male $M$. Medians are used to reduce the influence of older and, for the purpose in hand, largely irrelevant couples. In principle, the assumption of constant fertility can be relaxed by employing different values of $M$ for different age groups of respondents, but in practice the data required to follow this approach are often lacking.
Step 2: calculation of weighting factors. For the value of $M$ calculated above and for each value of $n$, the weighting factors, $W(n)$, are calculated by interpolating linearly (see annex IV) in table 86 (table 87 is used when fathers are being considered).

Step 3: calculation of survivorship probabilities. If the survivorship of mothers is being considered, the probabilities of surviving from age 25 to age $25+n$ are calculated by using the equation

$$
\begin{equation*}
l_{f}(25+n) / l_{f}(25)=W(n) S(n-5)+(1.0-W(n)) S(n) \tag{B.4}
\end{equation*}
$$

where $S(n)$ is the proportion of respondents aged from $n$ to $n+4$ who declared that their mothers were alive at the time of the interview.

TABLE 86. Werohtino pactons, W(n), POR CONVERSHON OF PRORORTIONS OF RESPONDENTS WITH MOTHER ALIVE into survivonship promalilities fok females

| $\begin{aligned} & \text { A } \\ & \text { i) } \\ & \hline \end{aligned}$ | Meno age, M, for mothers af mowernity |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 22) | (3) | (4) | $\begin{aligned} & 23 \\ & \text { (53) } \end{aligned}$ | $\begin{aligned} & 26 \\ & (6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 27 \\ & \text { (7) } \\ & \hline \end{aligned}$ | (9) | (9) | (10) |
| 10........... | 0.420 | 0.470 | 0.517 | 0.557 | 0.596 | 0.634 | 0.674 | 0.717 | 0.758 |
| 15............. | 0.418 | 0.489 | 0.556 | 0.618 | 0.678 | 0.738 | 0.800 | 0.863 | 0.924 |
| 20............ | 0.404 | 0.500 | 0.590 | 0.673 | 0.756 | 0.838 | 0.921 | 1.004 | 1.085 |
| 25............ | 0.366 | 0.485 | 0.598 | 0.704 | 0.809 | 0.913 | 1.016 | 1.118 | 1.218 |
| 30............ | 0.303 | 0.445 | 0.580 | 0.708 | 0.834 | 0.957 | 1.080 | 1.203 | 1.323 |
| 35............. | 0.241 | 0.401 | 0.554 | 0.701 | 0.844 | 0.986 | 1.128 | 1.270 | 1.412 |
| 40........... | 0.125 | 0.299 | 0.467 | 0.630 | 0.791 | 0.950 | 1.111 | 1.274 | 1.442 |
| 45............. | 0.007 | 0.186 | 0.361 | 0.535 | 0.708 | 0.884 | 1.063 | \$.250 | 1.447 |
| 50............ | -0.190 | $-0.017$ | 0.158 | 0.334 | 0.514 | 0.699 | 0.890 | 1.095 | 1.318 |
| \$5............ | -0.368 | -0.220 | -0.059 | 0.101 | 0.270 | 0.456 | 0.645 | 0.856 | 1.083 |
| 60............. | 0.466 | -0.352 | -0.217 | -0.084 | 0.053 | 0.220 | 0.378 | 0.579 | 0.800 |
| Estimation equation:$l_{f}(2 S+n) / l_{f}(25)=W(n) S(n-5)+(1-W(n)) S(n)$ |  |  |  |  |  |  |  |  |  |

Tasle 87. Welohting factors, $\boldsymbol{W}(n)$, for convenshon of momortions of resfondents with father alive INTO SURVIVORSHIP PROBARLITIES FOR MALES

| $\begin{aligned} & \text { dF } \\ & \text { of } \end{aligned}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 28) | $\begin{aligned} & 29 \\ & \text { (3) } \end{aligned}$ | $\begin{aligned} & 30 \\ & \text { (4) } \end{aligned}$ | $\begin{aligned} & 33 \\ & (3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 32 \\ & \hline(6) \end{aligned}$ | (7) | ${ }^{3} 4$ | 3) | (10) |
| (b) From 32.5 years |  |  |  |  |  |  |  |  |  |
| 10............ | 0.192 | 0.258 | 0.322 | 0.388 | 0.455 | 0.521 | 0.587 | 0.650 | 0.714 |
| 15............ | 0.151 | 0.243 | 0.336 | 0.429 | 0.522 | 0.613 | 0.702 | 0.790 | 0.877 |
| 20............ | 0.043 | 0.166 | 0.287 | 0.40\% | 0.523 | 0.638 | 0.750 | 0.861 | 0.969 |
| 25............ | -0.093 | 0.051 | 0.194 | 0.335 | 0.474 | 0.611 | 0.744 | 0.877 | 1.007 |
| 30............ | -0.327 | -0.161 | 0.001 | 0.162 | 0.319 | 0.475 | 0.627 | 0.779 | 0.931 |
| 35............ | -0.640 | -0.408 | -0.211 | -0.047 | 0.109 | 0.269 | 0.438 | 0.610 | 0.782 |
| 40............. | -0.856 | -0.714 | -0.554 | -0.379 | -0.203 | -0.034 | 0.133 | 0.303 | 0.480 |
| 45............ | -1.120 | -0.963 | -0.806 | -0.651 | -0.495 | $-0.340$ | -0.183 | -0.024 | 0.141 |
| 50............ | -1.162 | -1.030 | -0.903 | -0.776 | -0.651 | -0.524 | -0.396 | -0.264 | -0.128 |
| 55............. | -1.040 | -0.943 | -0.850 | -0.758 | -0.667 | -0.576 | -0.486 | -0.397 | -0.304 |

Estimation equation: $I_{m}(35+n) / I_{m}(32.5)=W(n) S(n-5)+(1.0-W(n)) S(n)$
(b) From 37.5 years

|  | 3 | 9 | 8 | 39 | $\infty$ | 4 | $n$ | 4 | $\mu$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10............. | 0.384 | 0.460 | 0.537 | 0.613 | 0.687 | 0.758 | 0.827 | 0.897 | 0.969 |
| 15............ | 0.378 | 0.484 | 0.588 | 0.690 | 0.790 | 0.888 | 0.984 | 1.079 | 1.174 |
| $20 . . . . . . . . . .$. | 0.324 | 0.455 | 0.582 | 0.708 | 0.833 | 0.954 | 1.075 | 1.195 | 1.318 |
| 25............ | 0.164 | 0.315 | 0.465 | 0.613 | 0.759 | 0.904 | 1.051 | 1.997 | 1.346 |
| 30............ | -0.043 | 0.122 | 0.286 | 0.450 | 0.614 | 0.778 | 0.944 | 1.116 | 1.295 |
| 35............ | -0.359 | -0.183 | -0.015 | 0.152 | 0.321 | 0.496 | 0.677 | 0.863 | 1.062 |
| 40............ | -0.624 | -0.473 | -0.316 | -0.157 | 0.003 | 0.168 | 0.342 | 0.529 | 0.722 |
| 45............ | -0.757 | -0.631 | -0.503 | -0.372 | -0.237 | -0.099 | 0.047 | 0.208 | 0.393 |
| 50............ | -0.742 | -0.650 | -0.559 | -0.471 | -0.377 | -0.280 | -0.182 | -0.069 | 0.063 |
| 58............. | -0.559 | -0.541 | -0.485 | -0.425 | -0.366 | -0.308 | -0.238 | -0.149 | -0.049 |

Estimation equation:
$i_{m}(40+n) / /_{m}(37.5)=W(n) S(n-5)+(1.0-W(n) S(n)$

In the case of fathers, the value 25 is replaced by the values 32.5 or 37.5 to allow for the fact that men are usually older than women at the birth of their children. The survivorship probabilities are estimated in this case by the following equations:

$$
I_{m}(35+n) / I_{m}(32.5)=W(n) S(n-5)+(1.0-W(n)) S(n)
$$

if the weighting factors $W(n)$ are obtained from table 87, part (a); and

$$
\begin{equation*}
I_{m}(40+n) / I_{m}(37.5)=W(n) S(n-5)+(1.0-W(n)) S(n) \tag{B.6}
\end{equation*}
$$

(B.5) if the weighting factors are obtained from table 87, part

Table 88. Values of the standard function for calculation of the time reference FOR INDIAECT ESTIMATES OF ADULT SURVIVORSHIF

| $\begin{aligned} & \text { Ay } \\ & \text { ii } \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 18 \mathrm{CN} \\ & (3) \\ & (3) \end{aligned}$ |  | $\begin{aligned} & 15 \\ & \substack{x \\ (3) \\ \hline \\ \hline} \end{aligned}$ |  |  |  | $\begin{aligned} & \text { AF } \\ & \text { ( } \\ & \text { ( }) \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26............ | 0.090 | 36............ | 0.092 | 46.............. | 0.149 | 56............ | 0.274 | 66. | 0.452 |
| 27............. | 0.090 | 37............ | 0.093 | 47............. | 0.160 | 57............ | 0.289 | 67............. | 0.473 |
| 28............. | 0.090 | 38............ | 0.095 | 48............. | 0.171 | 58............ | 0.305 | 68............. | 0.495 |
| 29............. | 0.090 | 39............ | 0.099 | 49............. | 0.182 | 59............ | 0.321 | 69............. | 0.518 |
| 30............ | 0.090 | 40............. | 0.104 | 50.............. | 0.193 | 60............. | 0.338 | 70............. | 0.542 |
| 31............ | 0.090 | 41............. | 0.109 | SI.............. | 0.205 | 61............ | 0.356 | 71............. | 0.568 |
| 32............ | 0.090 | 42............ | 0.115 | \$2............. | 0.218 | 62............ | 0.374 | 72............ | 0.595 |
| 33............ | 0.090 | 43............. | 0.122 | 53.............. | 0.231 | 63............. | 0.392 | 73............ | 0.622 |
| 34............ | 0.090 | 44............ | 0.130 | 54............. | 0.245 | 64............ | 0.411 | 74............ | 0.650, |
| 35............. | 0.091 | 45............. | 0.139 | 55.............. | 0.259 | 65............. | 0.431 | 75.............. | 0.678 |

(b). In both cases, $S(n)$ stands for the proportion of respondents in the age group from $n$ to $n+4$ whose father was alive at the time of the interview. A decision has to be made whether to use the weights given in table 87, part (a), and hence equation (B.5); or those in table 87, part (b), and hence equation (B.6). In general, the choice depends upon the estimated value of $M$ : if it is less than or equal to 36 , part (a) should be used; if it is greater than 36, part (b) should be used.

Step 4: calculation of momber of years before the survey to which the survivorship estimates refer. It can be shown that if the level of mortality is declining linearly on the logit scale (see chapter 1, subsection B.4), the survivorship estimates obtained from orphanhood data are equal to those prevalent at specific time periods prior to the survey and that the time location of these periods is largely independent of the rate of the mortality change. ${ }^{10}$ In addition, when female mortality in adulthood has a pattern similar to that embodied by the general standard (see chapter I, subsection B.4), the number of years before the survey to which each estimate derived from maternal orphanhood data refers, denoted by $t(n)$, can be estimated as

$$
\begin{equation*}
t(n)=n(1.0-u(n)) / 2.0 \tag{B.7}
\end{equation*}
$$

where

$$
\begin{equation*}
u(n)=0.3333 \ln \left(10 S_{n-5}\right)+Z(M+n)+0.0037(27-M) \tag{B.8}
\end{equation*}
$$

and the value of $Z(M+n)$ is obtained by interpolating linearly in table 88.

Note that in this case ${ }_{10} S_{n-5}$ represents the proportion of respondents in the age group from $n-5$ to $n+4$ with mother alive, and that $n$ is the mid-point of the 10 -year age group being considered.

When data on paternal orphanhood are being used, equations (B.7) and (B.8) become
${ }^{10}$ Ibid

$$
\begin{equation*}
t(n)=(n+0.75)(1.0-u(n)) / 2.0 \tag{B.9}
\end{equation*}
$$

and

$$
\begin{gather*}
u(n)=0.3333 \ln \left(10 S_{n-5}\right)+Z(M+n)+ \\
0.0037(27-M+0.75) \tag{B.10}
\end{gather*}
$$

where $Z(x)$ is still obtained from table $88 ;{ }_{10} S_{n-5}$ now represents the proportion of respondents aged from $n-5$ to $n+4$ with father alive; $M$ is the mean age of fathers at the time of their children's birth; $n$ is the midpoint of the age group considered; and 0.75 or three quarters of a year have been added to make allowance for the fact that a father must have been alive at the time of conception, but not necessarily at the time of the birth of his offspring.

## (iii) A detailed example

The data shown in tables 89 and 90 were collected by the National Demographic Survey carried out in Bolivia during 1975." They are used here to illustrate the way in which the estimation of female adult mortality is carried out using data on the maternal orphanhood status of respondents.

Table 89 shows both the raw data gathered by the survey and the proportions of respondents whose mother was alive at the time of the interview. Note that in calcu-

TABLE 89. DATA ON MATERNAL ORTHANHOOD STATUS AND PRORORTIONS of respondents with motiel alive, Bolivia, 1975

|  | Nomber of rexpomdews wath: |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Moutretive <br> (2) | Movino <br> (3) | Undione nower <br>  <br> (3) |  |
| 15-19....... | 5540 | 448 | 6 | 0.9252 |
| 20-24....... | 3995 | 541 | 10 | 0.8807 |
| 25-29....... | 2886 | 769 | 8 | 0.7896 |
| 30-34 ........ | 1910 | 852 | 9 | 0.6915 |
| 35-39 ........ | 1661 | 1234 | 11 | 0.5737 |
| 40-44 ....... | 1027 | 1272 | 7 | 0.4467 |
| 45-49....... | 855 | 1 556 | 6 | 0.3546 |
| \$0-54........ | 369 | 1243 | 6 | 0.2289 |

[^59]Table 90. Childmen born durina the 12 months preceding the survey, by age of mother at time of the survey. Bolivia. 1975

|  | $\begin{gathered} \ln \frac{1}{6} x \\ (2) \\ \hline \end{gathered}$ |  |  |
| :---: | :---: | :---: | :---: |
| 15-19....... | 1 | 17 | 136 |
| 20-24....... | 2 | 22 | 409 |
| 25-29....... | 3 | 27 | 485 |
| 30-34....... | 4 | 32 | 320 |
| 35-39 ....... | 5 | 37 | 259 |
| 40-44........ | 6 | 42 | 94 |
| 45-49....... | 7 | 47 | 50 |
| Total |  |  | 753 |

lating the latter figure, the numbers of respondents who were classified in the category of "unknown maternal orphanhood status" were ignored. In the case of the 1975 survey in Bolivia, the numbers in the unknown category are very small and their inclusion in the denominators of the proportions with surviving mother would not have affected the final results. However, because greater levels of non-response may occur, it is important to exclude the non-responses when calculating the proportions with surviving mother. As an example, $S(50)$ is computed explicitly below:

$$
S(50)=369 /(369+1,243)=0.2289 .
$$

The computational procedure is described below.
Step 1: calculation of mean age at maternity. According to equation (B.3):

$$
M=\sum_{i=1}^{7} a(i) B(i) / \sum_{i=1}^{7} B(i)
$$

where $a(i)$ is the mid-point of age group $i$; and $B(i)$ is the number of births to women in age group $i$. However, to obtain a correct estimate of the mean age at maternity, $M$, the births used in equation (B.3) should be classified by age of mother at the time the birth occurred. In the present case, the age reported by a woman is that at the time of the interview and not that at the time of the birth; some allowance must be made for this fact. The simplest strategy is to assume that births are uniformly distributed in time and with respect to mother's age. Hence, on average, women were six months younger at the time of the birth they reported
than at the time of the interview, so that, for example, the current age group spanning exact ages $15-20$ may be considered to span exact ages from 14.5 to 19.5 at the time the births occurred. All subsequent age groups are similarly affected. Therefore, the central $a(i)$ values to be used in applying equation (B.3) are 17 instead of 17.5, 22 instead of 22.5, and so on, as shown in column (3) of table 90.

Applying equation (B.3), $M$ is calculated as follows:

$$
\begin{gathered}
\sum_{i=1}^{7} a(i) B(i)=(17)(136)+(22)(409)+\cdots+ \\
(47)(50)=50,526
\end{gathered}
$$

and

$$
\sum_{i=1}^{7} B(i)=1,753
$$

so

$$
M=50,526 / 1,753=28.8 .
$$

Step 2: calculation of weighting factors. Since data on maternal orphanhood are being considered, the appropriate weights, $W(n)$, are obtained by interpolating linearly (see annex IV) between the values given in table 86. The value of $M$ is 28.8 years, so the weights in the columns labelled " 28 " and " 29 " are used as extremes in the interpolation. For all values of $n$, the interpolation factor $\theta$ is

$$
\theta=(29-28.8) /(29-28)=0.2
$$

Therefore, to obtain $W(35)$, for example, the values for $n=35$ appearing under the columns for $M$ equal to 28 and 29 of table 86 are weighted by 9 and ( $1-\Theta$ ), respectively, yielding

$$
W(35)=0.2(1.128)+0.8(1.270)=1.2416 .
$$

The complete set of $W(n)$ values corresponding to $M$ $=28.8$ is shown in column (2) of table 91 .
Step 3: calculation of survivorship probabilities. Once the weighting factors corresponding to the observed $M$ have been calculated, the values of $l_{f}(25+n) / l_{f}(25)$ are

TABLE 91. ESTLMATION Of TEMALE ADULT SURVIVOASHIP FROM P POPORTIONS OF AESPONDENTS WITH SURVIVING MOTHER. USING THE BRASS METHOD. BOLIVIA, 1975

| $\begin{aligned} & \text { 采 } \\ & \text { (1) } \end{aligned}$ | Wergnine Fmin (2) | Pryontion wibl medier $3(n-5)$ (3) |  | Priporston win modivy ${ }_{S(a)}$ (3) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20............. | 0.9874 | 0.9252 | 0.0126 | 0.8807 | 0.925 | 18.4 |
| 25............. | 1.0976 | 0.8807 | -0.0976 | 0.78\% | 0.890 | 18.1 |
| 30............ | 1.1784 | 0.7896 | -0.1784 | 0.6915 | 0.807 | 16.0 |
| 35............ | 1.2416 | 0.6915 | -0.2416 | 0.5737 | 0.720 | 15.0 |
| 40............. | 1.2414 | 0.5737 | -0.2414 | 0.4467 | 0.604 | 13.9 |
| 45............. | 1.2126 | 0.4467 | -0.2126 | 0.3546 | 0.466 | 13.0 |
| 50............. | 1.0540 | 0.3546 | -0.0540 | 0.2289 | 0.361 | 14.3 |

computed as indicated by equation (B.4). Table 91 summarizes these computations. This table also shows the mortality level in the Coale-Demeny West family of model life tables associated with each survivorship ratio. These levels were calculated by interpolating linearly between the values given in table 210 (see annex VI). They provide a useful index for examining the consistency of the survivorship ratios themselves.
As an example, the calculation of the level consistent with the estimated $l_{f}(65) / l_{f}(25)$ is carried out below in detail. The value of $l_{f}(65) / l_{f}(25)$ according to table 91 is 0.604 . The column labelled "65" of table 210 in annex VI is then used to locate the two values that bracket the estimated value. They are 0.58183, corresponding to level 13; and 0.60583, corresponding to level 14 . Hence, the interpolation factor $\theta$ is

$$
\Theta=(0.60400-0.58183) /(0.60583-0.58183)=0.92
$$

and the estimated level is

$$
(0.92)(14)+(0.08)(13)=13.92 .
$$

The complete set of mortality levels is shown in column (7) of table 91 .

Slep 4: calculation of number of years before the survey to which the surwivorship estimates refer. The reference period of each of the estimates obtained in the previous step, denoted by $t(n)$, is calculated from ${ }_{10} S_{n-5}$, the proportion of respondents aged from $n-5$ to $n+4$ whose mother was alive at the time of the interview. These proportions are calculated by dividing the number of respondents with surviving mother in the two adjacent age groups from $n-5$ to $n-1$ and from $n$ to $n+4$ by the sum of the number of respondents in both age groups who provided information on mother's survival. For example,

$$
\begin{gathered}
{ }_{10} S_{20}=(3,995+2,886) /(3,995+2,886+ \\
S 41+769)=0.8401 .
\end{gathered}
$$

The complete set of ${ }_{10} S_{n-5}$ values is shown in column (2) of table 92.

Because the data at hand refer to maternal orphanhood, equations (B.7) and (B.8) are used in calculating
$t(n)$. In step 1, $M$ was found to be equal to 28.8 years. Therefore, the values of $x=M+n$ range from 48.8 to 78.8, increasing in steps of five years. The standard function, $Z(x)$, for calculation of the reference period, is obtained for these values by linear interpolation within table 88. Note that because the table does not cover the range $78-79$, the last $Z$ value calculated is $Z(73.8)$. Thus, $Z(53.8)$ is obtained as

$$
\begin{gathered}
Z(53.8)=0.2 Z(53)+0.8 Z(54)=0.2(0.231)+ \\
0.8(0.245)=0.242 .
\end{gathered}
$$

All $Z(x)$ values are given in column (4) of table 92. Using these values and substituting those of ${ }_{10} S_{n-5}, M$ and $n$ in equation (B.8), one obtains the set of values for the correction function, $u(n)$, given in column (5) of the same table. To illustrate the procedure followed, $u(30)$ is calculated below:

$$
\begin{aligned}
u(30) & =0.3333 \ln _{10} S_{25}+Z(58.8)+0.0037(-1.8) \\
& =0.3333 \ln (0.7474)+0.318-0.0067 \\
& =0.2143 .
\end{aligned}
$$

Then, using equation (B.7), $t(n)$ is calculated for each case. Continuing with the illustration of the case $n=30$,

$$
t(30)=30(1-0.2143) / 2=11.8 .
$$

The survey in Bolivia was carried out between 15 June and 31 October 1975, so the mid-point of that period may be considered its reference date. The simplest way of obtaining the decimal equivalent of the mid-period date is by transforming the end-points into decimal equivalents and finding their mean. Thus, 15 June 1975, is equivalent to 1975.45 (the number of days from 1 January to 15 June, both included, being 166, and $166 / 365=0.45$ ) and 31 October 1975 is equivalent to 1975.83, so that the desired mean is 1975.64. Therefore, the $l_{f}(55) / l_{f}(25)$ estimate listed in table 91 refers approximately to 11.8 years before 1975.6 , that is, to 1963.8. The complete set of reference dates and the West mortality levels associated with them are shown in columns (7) and (8), respectively, of table 92.

Tadle 92. Estimation of time reference periods for survivorship estimates derived from MATEANAL ORPHANHOOO DATA, BOLIVIA, 1975

| $\frac{4}{6}$ | Proprity win meckr $10_{n} s_{n}$ <br> (2) |  |  <br> (4) | $\begin{gathered} \text { Correction } \\ \boldsymbol{R}^{\prime m e d t i o n ~} \\ \text { (J) } \\ \hline \end{gathered}$ | Anfonge朝 (6) | $\begin{gathered} \text { Rgotrone } \\ \text { nomin } \\ \hline 17 \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20............. | 0.9060 | 48.8 | 0.180 | 0.1405 | 8.6 | 1967.0 | 18.4 |
| 25............. | 0.8401 | 53.8 | 0.242 | 0.1773 | 10.3 | 1965.3 | 18.1 |
| 30............. | 0.7474 | 58.8 | 0.318 | 0.2543 | 11.8 | 1963.8 | 16.8 |
| 35............. | 0.6313 | 63.8 | 0.407 | 0.2471 | 13.2 | 1962.4 | 15.0 |
| 40............ | 0.5175 | 68.8 | 0.513 | 0.2868 | 14.3 | 1961.3 | 13.9 |
| 45............. | 0.39\% | 73.8 | 0.644 | 0.3316 | 15.0 | 1960.6 | 13.0 |

- Number of years prior to the survey to which survivorship estimates refer.

It is worth mentioning that the estimates obtained from maternal orphanhood data refer, when adult mortality has been changing steadily, to periods between 8 and 15 years prior to the survey. When judged with respect to these estimated dates, the mortality levels oblained in the previous step seem less satisfactory than at first sight. The estimates imply that female adult mortality in Bolivia fell by an average of one mortality level per annum during the period 1960-1965. It is difficult to believe that such rapid gains in life expectancy could actually have taken place. Further, the similarity of the levels corresponding to the two most recent periods is suspect. It suggests that even up to age groups 20-24 and 25-29 the adoption effect may be biasing the survivorship estimates upward. To what extent such an effect is also operating at ages $30-34$ and $35-39$ is difficult to ascertain, but the possibility that the estimates for 19621964 may also be subject to an undesirable positive bias must be borne in mind. From these brief comments it transpires that the data for Bolivia may not be as consistent as one would desire, and that further analysis and additional, independent evidence may be necessary to establish with a greater degree of certainty the mortality levels to which the female population of Bolivia has been subject.
(c) Method based on an equation fitted by using regression
(i) Data required

The data required to apply this method in the case of maternal orphanhood are exactly the same as those needed for the Brass method (see subsection B. 2 (b) (i); however, no regression method has been developed for the estimation of male mortality from data on paternal orphanhood. The data required are:
(a) The proportion of respondents whose rnother was alive at the time of the interview, classified by five-year age group. The reported proportion in the age group from $n$ to $n+4$ is denoted by $S(n)$;
(b) The number of children born during a given year, classified by five-year age group of mother. These data allow the estimation of $M$, the mean age of mothers at the birth of a particular group of children.
(ii) Computational procedure

The following steps are required in the computational procedure.
Step 1: calculation of mean age at maternity. This step is identical to that described in subsection B. 2 (b) (ii). It is not described again here.
Step 2: calculation of survivorship probabilities. Using the values of the coefficients $a(n), b(n)$ and $c(n)$ shown in table 93, female survivorship probabilities are obtained by substituting these values in the following equation:

$$
\begin{equation*}
l_{f}(25+n) / I_{f}(25)=a(n)+b(n) M+c(n) S(n-5) \tag{B.11}
\end{equation*}
$$

where $M$ is the mean age of mothers at the birth of their children; and $S(n-5)$ is the proportion of respondents

Table 93. COEFflCIENTS FOR ESTIMATION OF FEMALE SUR vivorship
 MOTHER

| $\begin{gathered} \text { A } \\ \text { it } \\ \text { a } \end{gathered}$ | Coupincens |  |  |
| :---: | :---: | :---: | :---: |
|  | (1) | $\begin{aligned} & \text { b(n) } \\ & \text { (J) } \end{aligned}$ | (4) |
| 20............ | -0.1798 | 0.00476 | 1.0505 |
| 25............ | -0.2267 | 0.00737 | 1.0291 |
| 30............. | -0.3108 | 0.01072 | 1.0287 |
| 35............. | -0.4259 | 0.01473 | 1.0473 |
| 40............ | -0.5566 | 0.01903 | 1.0818 |
| 45............. | -0.6676 | 0.02256 | 1.1228 |
| 50............. | -0.6981 | 0.02344 | 1.1454 |
| Estimation equation:$I_{f}(25+n) l_{f}(25)=a(n)+b(n) M+c(n) S(n-5)$ |  |  |  |

in the age group from $n-5$ to $n-1$ whose mother was alive at the time of the interview.

Note should be taken that this method permits the estimation of female survivorship only. No regression method has been developed to estimate male survivorship, so if paternal orphanhood data are available, the original Brass method has to be used.

It should also be pointed out that the conditional probabilities of survivorship obtained by using this method do not, by themselves, define a complete life tabie, unless one can assume that the mortality pattern of the population studied is identical to that of some model set of life tables. When information on child mortality is available, the techniques described in chapter VI can be used to construct a life table that does not depend upon such a restrictive assumption.

Step 3: calculation of number of years before the survey to which the survivorship estimates refer. In cases where adult mortality has been changing regularly during the 15 or 20 years preceding the survey (that is, the change has been linear on the logit scale), estimates of the time to which each of the survivorship probabilities obtained in the previous step refers, denoted by $t(n)$, can be calculated by means of the following equations:

$$
\begin{gather*}
u(n)=0.3333 \ln S(n-5)+Z(M+n-2.5)+ \\
0.0037(27-M) \tag{B.12}
\end{gather*}
$$

and

$$
\begin{equation*}
t(n)=(n-2.5)(1.0-u(n)) / 2.0 \tag{B.13}
\end{equation*}
$$

where $S(n-5)$ is the proportion of respondents aged from $M-5$ to $M-1$ whose mother was alive at the time of the survey; $M$ is the mean age of mothers at the time of the birth of their children; $\boldsymbol{n - 2 . 5}$ is a rough indicator of the mean age of respondents; and $Z(x)$ is a standard function of age whose values in any given case can be obtained by interpolating between the values listed in table 88. Strictly speaking, the estimates yielded by equations (B.12) and (B.13) when the $Z(x)$ values of table 88 are used as input are based on the assumption that female adult mortality in the population being studied has a similar pattern to that embodied by the general standard (see chapter I, subsection B.4). In practice,
however, the impact of deviations from this assumption is unlikely to be large, at least in comparison with the effects on the final estimates of deviations from the assumed linear trend followed by adult mortality changes over time.

## (iii) A detailed example

The application of the regression method is illustrated below by again using the data for Bolivia presented in subsection B. 2 (b) (iii) (see table 89).
Step 1: calculation of mean age at maternity. Refer to step 1 of subsection B. 2 (b) (iii), where the mean age of mothers at maternity, $M$, was estimated as 28.8 years for Bolivian women.
Step 2: calculation of survivorship probabilities. Table 94 summarizes the calculations needed to estimate these probabilities. It shows that the application of equation (B.11) is straightforward and that the estimation process is very simple. Once again, the mortality level consistent with each survivorship ratio in the West family of model life tables has been computed by interpolating in table 210 in annex VI (see step 3 of subsection B. 2 (b) (iii)). Note that for a value of $n$ under 40 , the survivorship estimates obtained by this method are very similar to those obtained by the Brass procedure (see table 91). For values of $n$ of 40 and over, however, the differences increase with $n$; for these ages, the regression-based estimates would probably be preferable.

Step 3: calculation of mumber of years before the survey to which the survivorship estimates refer. As stated by equations (B.12) and (B.13), the values of this reference period, denoted by $t(n)$, depend in this case upon the observed proportions not orphaned in each five-year age
group, $S(n-5)$. They are shown in column (2) of table 95. The values of $Z(x)$ for $x$ ranging from 46.3 to 76.3 in steps of five years are obtained by interpolating linearly between the values listed in table 88. For example, $Z(66.3)$ is obtained as

$$
\begin{gathered}
Z(66.3)=0.7 Z(66)+0.3 Z(67)= \\
0.7(0.452)+0.3(0.473)=0.458 .
\end{gathered}
$$

Since the values listed in table $\mathbf{8 8}$ do not cover the age range from 76 to 77, linear extrapolation was used to calculate $Z(76.3)$. The complete set of $\mathbf{Z}(x)$ values is shown in column (4) of table 95. Using equation (B.12) and these values as input, the set of $u(n)$ values can be calculated. For example,

$$
\begin{aligned}
u(40) & =0.3333 \ln S(35)+Z(66.3)+0.0037(27.0-28.8) \\
& =0.3333 \ln (0.5737)+0.458-0.0067 \\
& =0.2661,
\end{aligned}
$$

so that

$$
t(40)=(37.5)(1.0-0.2661) / 2.0=13.8 .
$$

The complete set of $t(n)$ values, the number of years prior to the survey to which each survivorship estimate refers, is shown in column (6) of table 95 . Since the survey reference date is 1975.6 , these $t(n)$ estimates can be transformed to dates by subtraction, the results being shown in column (7) of table 95. The West mortality levels implied by each survivorship estimate are also shown

Table 94. Calculation or female survivorship pronabilities from aoe 25 using RRORORTIONS WITH SURVIVINO MOTHERS AND THE REORESSION METHOD, BOLIVIA, 1975

| $\begin{gathered} 4 F \\ 17 \end{gathered}$ |  | $C$ colyrient (10) (3) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20............. | -0.0427 | 1.0505 | 0.9252 | 0.929 | 18.7 |
| 25............. | -0.0144 | 1.0291 | 0.8807 | 0.892 | 18.2 |
| 30............ | -0.0021 | 1.0287 | 0.789\% | 0.810 | 16.2 |
| 35............. | -0.0017 | 1.0473 | 0.6915 | 0.722 | 15.1 |
| 40............. | -0.0085 | 1.0818 | 0.5737 | 0.612 | 14.2 |
| 45............. | -0.0179 | 1.1228 | 0.4467 | 0.484 | 13.7 |
| 50............. | -0.0230 | 1.1454 | 0.3546 | 0.383 | 15.3 |

TABLE 95. ESTMMATHON OF TIME REFERENCE PERLODS FOR SURVIVO SHIT PROBABLLITES DEARIVED FROM MATERNAL ORPHANHOOD DATA USING THE REORESSION METHOD. BOLIVIA, 1975

| 诉 |  | $\begin{aligned} & \text { lagidef } \\ & \text { arpower } \\ & \text { if }+a-1.5 \end{aligned}$ <br> (3) | $\begin{gathered} \text { sinevive } \\ 2(1+n-2.5) \\ (1) \end{gathered}$ | Comention Fimeran (3) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20............. | 0.9252 | 46.3 | 0.152 | 0.1194 | 7.7 | 1967.9 | 18.7 |
| 25............ | 0.8807 | 51.3 | 0.209 | 0.1600 | 9.5 | 1966.1 | 18.2 |
| 30............. | 0.7896 | 56.3 | 0.279 | 0.1936 | 11.1 | 1964.5 | 16.2 |
| 35............. | 0.6915 | 61.3 | 0.361 | 0.2314 | 12.5 | 1963.1 | 15.1 |
| 40............ | 0.5737 | 66.3 | 0.458 | 0.2661 | 13.8 | 1961.8 | 14.2 |
| 45............. | 0.4467 | 71.3 | 0.576 | 0.3007 | 14.9 | 1960.7 | 13.7 |
| 50............. | 0.3546 | 76.3 | 0.714 | 0.3618 | 15.2 | 1960.4 | 15.3 |

[^60]in table 95 to facilitate comparisons and assessment. Note that, as already pointed out in subsection B. 2 (b) (iii), the pace of the mortality change implied by these estimates between 1960 and 1966 seems implausibly rapid. It is also clear that the relatively low mortality associated with values of $n$ of 20,25 and 50 are suspect, that for 50 because it does not conform with the trend of the rest, and those for 20 and 25 because they imply a fairly important decline in mortality from mid-1964 to 1966, compared with a very moderate decline in previous years. It is very likely that the survivorship estimates for $n$ values of 20 and 25 are biased upward by the adoption effect and that the survivorship ratio for $n$ of 50 is distorted both by overreporting of age and by misreporting of maternal survival.

## (d) Use of data from two surveys

One of the problems faced when estimating adult survivorship probabilities from data on the survival of parents is that if mortality has been changing, the estimates refer to some fairly distant point in the past. If, bowever, information of orphanhood has been collected by two censuses or surveys and the period between them is a multiple of five years, cohorts from the first census can be identified at the second, and survivorship probabilities applicable to the intersurvey period can be estimated from the constructed proportions not orphaned for a hypothetical intersurvey cohort of respondents. It is assumed, of course, that migration does not affect either set of proportions not orphaned and that no relationship exists between the mortality of the respondents and that of their mothers. If the period between the two surveys is not a multiple of five years, a set of proportions not orphaned for a suitable point in time can, in some circumstances, be estimated by interpolation between or extrapolation beyond the observed sets.

## (i) Data required

The following data are required for this method:
(a) The proportion of respondents with surviving mother in each five-year age group from $n$ to $n+4$ for two points five or 10 years apart, denoted by $S(n, 1)$ for the first survey and $S(n, 2)$ for the second;
(b) The number of births in a year classified by fiveyear age group of mother from one of the surveys (and preferably from both) or for some year in the intersurvey period.

## (ii) Computational procedure

The steps of the computational procedure are given below.

Step 1: calculation of mean age at maternity. See the description of step 1 given in subsection B. 2 (b) (ii). If the data required for the calculation of the mean age, $M$, are available from both surveys, $M$ can be calculated for both, and the average can be used in the analysis. If the required data are available for only one of the two surveys, or for some intermediate point, then the value of $M$ obtained for that point should be used.

Step 2: calculation of proportions not orphaned for a hypothetical intersurvey cohort of respondents. The concept of a hypothetical cohort has already been discussed, and other uses of it appear in chapters II and III. The procedure followed in calculating the proportions not orphaned among a hypothetical intersurvey cohort of respondents depends upon the length of the interval between the surveys, which is denoted by $T$. The value of $T$ should be a multiple of five, so that the survivors of a standard five-year age group at the earlier survey can be identified as belonging to a standard five-year age group at the second survey. If one denotes by $S(n, 1)$ the proportion of persons in the age group from $n$ to $n+4$ whose mother was alive at the time of the first survey and by $S(n+T, 2)$ the equivalent proportion at the second survey, then $S(n+T, 2)$ is the proportion not orphaned at the second survey among the survivors of those whose proportion not orphaned at the first survey was $S(n, 1)$. Using this notation, and assuming that $T$ is a multiple of five, the proportions not orphaned for a hypothetical intersurvey cohort, $S(n, s)$, are obtained as follows:

$$
\begin{align*}
& S(n, s)=S(n, 2) \text { for } n<T ;  \tag{B.14}\\
& S(n, s)=S(n-T, s) S(n, 2) / S(n-T, 1) \text { for } n>T
\end{align*}
$$

TA9LE 96. CALCULATION OF PROPORTIONS NOT ORPHANED FOR A HYPOTHETICAL INTERSURVEY COHORT. CONSTRUCTED EXAMPLE

| $\begin{aligned} & \text { Ag } \\ & \text { Hy } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { A } \\ & \text { h } \end{aligned}$ | Propertions not orphand |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { Arst sinvy } \\ \text { S(M) } 1 \text { 1) } \\ \text { (3) } \end{gathered}$ | $\begin{aligned} & \text { Second survey } \\ & \text { S(M) } 2 \text { (1) } \end{aligned}$ | Interswry, S(A, s) |  |
|  |  |  |  | Alu-gwor infornor (5) | 10-708 vintond (6) |
| 0-4 .......... | 0 | 0.960 | 0.970 | $0.970^{*}$ | $0.970^{\text {a }}$ |
| 5-9......... | 5 | 0.925 | 0.935 | 0.945 | 0.935 ${ }^{\text {a }}$ |
| 10-14....... | 10 | $0.88)$ | 0.895 | 0.914 | 0.904 |
| 15.19....... | 15 | 0.790 | 0.805 | 0.835 | 0.814 |
| 20-24....... | 20 | 0.692 | 0.720 | 0.761 | 0.739 |
| 25-29........ | 25 | 0.574 | 0.605 | 0.666 | . 0.623 |
| 30-34....... | 30 | 0.447 | 0.474 | 0.550 | 0.506 |
| 35-39....... | 35 | 0.355 | 0.387 | 0.476 | 0.420 |
| 40-44....... | 40 | 0.223 | 0.274 | 0.367 | 0.310 |
| 45-49 ........ | 45 | 0.109 | 0.159 | 0.262 | 0.188 |

[^61]Step 3: calculation of survivorship probabilities. Once the proportions not orphaned for the hypothetical cohort have been calculated, survivorship probabilities are obtained from them and from the mean age at maternity, $M$, estimated in step I by using either the Brass or the regression method (see subsections B. 2 (b) (ii) and B. 2 (c) (ii)). The survivorship probabilities obtained from hypothetical-cohort data should reflect adult mortality levels during the intersurvey period, so there is no need in this case to estimate the reference period, $t(n)$, $t 0$ which each estimate refers.

## (iii) A detailed example

The only difference in the applications just described and the intersurvey method lies in the calculation of the proportions with surviving mother in a hypothetical cohort. Thus, a constructed example of the way in which to calculate these proportions (step 2) is given in table 96. Column (3) shows the proportions not orphaned at the first survey, classified by five-year age group; and column (4) shows the corresponding proportions at the second survey.

Column (5) shows the hypothetical-cohort proportions not orphaned for an intersurvey period of five years. To illustrate, the value for age group 15-19, 0.835, is obtained as follows (from equations (B.14) and (B.15)):

$$
S(15, s)=0.914(0.805 / 0.881)=0.835
$$

It may be mentioned that this value may also be obtained by

$$
\begin{gathered}
S(15, s)=S(0,2) S(5,2) S(10,2) S(15,2) / \\
S(0,1) S(5,1) S(10,1)= \\
(0.970)(0.935)(0.895)(0.805) /
\end{gathered}
$$

$$
(0.960)(0.925)(0.881)=0.835
$$

Column (6) shows the hypothetical-cohort proportions not orphaned for an intersurvey period of 10 years. The value for age group 20-24, 0.739, is obtained as follows (from equations (B.14) and (B.15)):

$$
\begin{gathered}
S(20, s)=S(10, s) S(20,2) / S(10,1)= \\
(0.904)(0.720 / 0.881)=0.739 .
\end{gathered}
$$

Again this value may be obtained by

$$
\begin{gathered}
S(20, s)=S(0,2) S(10,2) S(20,2) / S(0,1) S(10,1) \\
\quad=(0.970)(0.895)(0.720) /(0.960)(0.881)=0.739 .
\end{gathered}
$$

Intersurvey adult survivorship probabilities, allowing for both mortality and fertility change (if $M$ can be calculated from data at the beginning and at the end of the intersurvey period) can now be obtained by applying either the Brass or the regression method to the hypothetical-cohort proportions not orphaned (see subsections B .2 (b) (ii) and B. 2 (c) (ii)).

## 3. Estimation of adult survivorship based on proportions widowed

## (a) Basis of method and its rationale

The proportions of ever-married persons classified by age whose first spouse is still alive can be used to estimate adult survivorship probabilities in much the same way as the proportions not orphaned can be so used. In the case of widowhood, an additional possibility exists because the ever-married respondents can be classified by duration of marriage. In order to ensure that there shall be only one person at risk of dying per respondent and to minimize the problems arising because of remarriage, the data collected should refer only to the survival of the first spouse of each respondent. Hence, the measure of duration required is the time elapsed since the respondent's first union. Classification of the data by duration of first marriage has the methodological advantage of establishing directly the length of exposure to the risk of dying of the spouse; and it may have a very real practical advantage in some parts of the world, where duration of marriage appears to be more accurately reported than age. When data are classified by age, the length of exposure to the risk of dying has to be estimated from the current age of the respondent and a measure of the average age at marriage of all respondents.
The estimation of adult mortality based on information about widowhood status has several advantages over that based on the orphanhood status of respondents. Since only first marriages are being considered, there is in all cases only one respondent for each target person. Further, no type of adoption effect is likely to affect this type of data, so proportions not widowed for the shorter average exposure periods may produce acceptable survivorship estimates referring to more recent periods which are generally those of greater interest. Lastly, experience suggests that because the most reliable information about survival of first spouse is provided by women, these methods provide a fairly good means of estimating male adult mortality, the estimation of which from data on paternal orphanhood is the weakest both from a methodological point of view and for reasons related to data quality.

However, this estimation method shares several of the disadvantages associated with those based on orphanhood. Once more, the universe to which the estimated survival probabilities refer is not the entire population: in this case, they refer only to the ever-married portion of it. Yet, in countries where almost universal marriage is the rule, the biases that may be introduced by assuming that mortality risks among the never-married are similar to those estimated for the ever-married are likely to be small. A second disadvantage of this method is that it assumes that mortality and nuptiality have remained constant in the recent past and that the survival of the respondent is independent of that of his or her spouse, assumptions that are not likely to hold strictly in practice. In addition, a disadvantage specific to widowhood data classified by age is that the length of exposure to the risk of dying of a respondent's first spouse has to be
estimated from the respondent's age and from a summary measure of age at first marriage, thus introducing yet another level of approximation. Lastly, in terms of data quality, it is likely that in cases where the respondent has remarried and shares a household with the new spouse, the interviewer may neglect to ask explicitly the question about survivorship of the first spouse.

There is little that the analyst can do to minimize the negative effects of some of these disadvantages on the final estimates of survivorship. With respect to data quality, it is obviously important to make sure that the interviewer understands the concepts being used and avoids mistakes such as that cited above. The assumption of constant mortality has been relaxed by the work of Brass and Bamgboye, ${ }^{12}$ who propose a method to estimate the time reference of the survivorship probabilities derived from data on widowhood. Of course, the change of mortality assumed in deriving reference period estimates does not represent all possible patterns of change, but it is general enough to be adequate in most circumstances.

The assumption of constant nuptiality in the past can be relaxed if the mean ages of both respondents and their spouses at first marriage are estimated for each age or marriage-duration group of respondents. In such a case, the $S M A M_{m}$ and $S M A M_{f}$ values appearing in equations (B.17)-(B.26) should be replaced by age or duration-specific values (according to the respondents' age group being used). This approach is possible if reliable data on the retrospective marriage history of the population under study are available.
This introductory section may be concluded by pointing out that the widowhood methods presented in this chapter represent recent revisions of the procedures first proposed by Hill ${ }^{13}$ and later revised by Hill and Trussell. ${ }^{14}$

## (b) Widowhood data classified by age

(i) Data required

This method seeks to estimate male (female) probabilities of surviving from age 20 to age $\boldsymbol{n}$ from the following data:
(a) The observed singulate mean ages at marriage for men ( $S_{M A M}$ ) and for women ( SMAM $_{f}$ ). For a description of the way in which to estimate these ages from the proportions single classified by age, see annex 1. To calculate the proportions single in each age group, the basic data required are: the total male (female) population; and the male (female) population single, both classified by five-year age group;
(b) The proportion of ever-married women (men) in each five-year age group whose first husband (wife) was alive at the time of the interview. The proportion of respondents aged from $n$ to $n+4$ with first spouse alive is denoted by $N W(n)$. Note that the set of proportions

[^62]non-widowed, $N W(n)$, can be obtained by having as input any two of the following: (a) the number of respondents whose first spouse was alive at the time of the interview classified by five-year age group; (b) the number of respondents whose first spouse was dead classified by five-year age group; and (c) the total number of ever-married respondents who declared the survivorship status of their first spouse, also classified by five-year age group. Since category ( $c$ ) is supposed to be the sum of the first two, it is important to make sure that it excludes all respondents who did not know or did not declare the survivorship status of their first spouse.
(ii) Computational procedure

The steps of the computational procedure are described below.

Step 1: calculation of proportions not widowed The proportion of female (male) respondents not widowed in the age group from $n$ to $n+4$, denoted by $N W(n)$, is equal to the ratio of female (male) respondents aged from $n$ to $n+4$ whose first husband (wife) was alive at the time of the interview and the total number of evermarried female (male) respondents aged from $n$ to $n+4$ who declared the survivorship status of their first husband (wife). Since the latter figure equals the sum of the female (male) respondents aged from $n$ to $n+4$ with first husband (wife) alive and those of the same age group with first husband (wife) dead, knowledge of only these two categories of respondents is sufficient to calculate the desired proportions.

In order to estimate survivorship probabilities for males, the method requires that the proportions of females not widowed be known, while knowledge of the male proportions not widowed is necessary to estimate female survivorship probabilities.

Step 2: calculation of singulate mean age at marriage for both males and females. For a description of the procedure required to calculate the singulate mean age at marriage, SMAM, see annex I. Both values are necessary when estimating either male or female survivorship probabilities from widowhood data classified by age. Subindices $f$ and $m$ are used to distinguish the values referring to females from those referring to males.

Step 3: calculation of survivorship probabilities. The relationship between the variables calculated in the previous steps and certain probabilities of survivorship was established by using least-squares regression to fit the following equations:

$$
\begin{gather*}
I_{m}(n) / I_{m}(20)=a(n)+b(n) S M A M_{f}+ \\
c(n) S M A M_{m}+d(n) N W_{f}(n-5) \\
I_{f}(n) / I_{f}(20)=a(n)+b(n) S M A M_{f}+ \\
c(n) S M A M_{m}+d(n) N W_{m}(n) \tag{B.16}
\end{gather*}
$$

to data generated by using model mortality and nuptiality schedules (see chapter 1). The estimated regression coefficients $a(n), b(n), c(n)$ and $d(n)$ are shown, for each value of $n$, in tables 97 and 98 . Also shown in each

TABLE 97. COEFFICIENTS FOR ESTIMATION OF CONDITHONAL MALE SURVIVORSHIP PROBABILTTIES FROM DATA ON THE WIDOWHOOD STATUS OF FEMALE RESPONDENTS

| Ag <br> (i) | Conficternt |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { (1) } \\ (2) \\ \hline \end{gathered}$ | (3) | $\begin{aligned} & \text { c(4) } \\ & \text { (4) } \end{aligned}$ | (1) |
| 25............. | 0.1082 | -0.00209 | 0.00072 | 0.9136 |
| 30............ | -0.0284 | -0.00465 | 0.00157 | 1.0822 |
| 35............ | -0.0159 | -0.00638 | 0.00253 | 1.0831 |
| 40............. | 0.0041 | -0.00784 | 0.00395 | 1.0596 |
| 45............, | 0.0152 | -0.00953 | 0.00611 | 1.0324 |
| 50............. | 0.0087 | -0.01189 | 0.00925 | 1.0144 |
| SS............. | -0.0169 | -0.01515 | 0.01353 | 1.0111 |
| 60............. | -0.0590 | -0.01940 | 0.01880 | 1.0291 |
| Estimation equation:$I_{m}(n) I_{m}(20)=a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+d(n) N W_{f}(n-5)$ |  |  |  |  |

TABLE 98. COEFFICIENTS FOR ESTIMATION OF CONDITIONAL FEMALE SURVIVOASHIP PROBABILITIES FROM DATA ON THE WIDOWHOOD STATUS OF MALE RESPONDENTS

| A | Cosfockest |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (年) | (8) ${ }^{(0)}$ | ( ${ }_{\text {(1) }}$ | (3) |
| 25............. | -0.0208 | 0.00052 | -0.00137 | 1.0451 |
| 30............ | -0.2135 | 0.00104 | -0.00329 | 1.2791 |
| 35............ | -0.1896 | 0.00162 | -0.00492 | 1.2884 |
| 40............. | -0.1290 | 0.00236 | -0.00624 | 1.2483 |
| 45............. | -0.0713 | 0.00340 | -0.00742 | 1.2005 |
| 50............. | -0.0327 | 0.00502 | -0.00860 | 1.1590 |
| 55............ | -0.0139 | 0.00749 | -0.01019 | 1.1297 |
| Estimation equation:$l_{f}(n) / l_{f}(20)=a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+d(n) N W_{m}(n)$ |  |  |  |  |

table is the estimation equation to be used in each case. Note that according to table 97 male survivorship probabilities are estimated by using as input the proportions of non-widowed females, while according to table 98 female survivorship probabilities are estimated from the observed proportions of non-widowed males.

Step 4: calculation of number of years before the survey to which survivorship estimates refer. In cases where mortality has been changing regularly (that is, when the change can be assumed to be linear on the logit scale) during the 15 or 20 years preceding the survey, estimates of the time, denoted by $s(n)$, to which each of the survivorship probabilities obtained in the previous step refers can be calculated by using the following equations:

$$
\begin{gather*}
u_{m}(n)=0.3333 \ln N W_{f}(n-5)+ \\
Z\left(S M A M_{m}+n-2.5-S M A M_{f}\right) \\
+0.0037\left(27.0-S M A M_{m}\right)  \tag{B.17}\\
t_{m}(n)=\left(n-2.5-S M A M_{f}\right)\left(1.0-u_{m}(n)\right) / 2.0 \tag{B.18}
\end{gather*}
$$

or

$$
\begin{gather*}
u_{f}(n)=0.3333 \ln N W_{m}(n)+ \\
Z\left(S M A M_{f}+n+2.5-S M A M_{m}\right) \\
+0.0037\left(27.0-\operatorname{SinAM}_{f}\right)  \tag{B.19}\\
t_{f}(n)=\left(n+2.5-\operatorname{SMAM}_{m}\right)\left(1.0-u_{f}(n)\right) / 2.0 \tag{B.20}
\end{gather*}
$$

Equations (B.17) and (B.18) are to be used when the estimated survivorship probabilities refer to males, while equations (B.19) and (B.20) are to be used when they refer to females. Note that the form of these sets of two equations is essentially the same, with the subindices indicating the sex categery reversed. In both cases (males and females), the quantity $n+2.5-S M A M$ is used as an indicator of the mean duration of first marriage of respondents aged from $n$ to $n+4$, and the values of the standard function $Z(x)$ are obtained by interpolating linearly between those listed in table 88. As the detailed example illustrates, the use of these equations is simple; and the timing estimates they yield, though not exact, are adequate indicators of the reference periods to which survivorship probabilities apply, if the change in mortality has been fairly steady and smooth.

## (iii) A detailed example

Considered here is the case of ever-married women who were questioned about the survival status of their first husband during the National Demographic Survey of Bolivia, carried out between 15 June and 31 October 1975. ${ }^{15}$ Data gathered by this survey have already been used in illustrating the application of the estimation method based on the orphanhood status of respondents.
The steps of the computational procedure are given below.

Step I: calculation of proportions not widowed. Table 99 shows the raw data gathered by the survey and the pro-

[^63]Table 99. Ever-mankied femule fonulation and numben of womDN WIONE FERST AUEAAND WAS GBAD AT TIME OF INTERYIEW, EY AOE OnOUF, BOLIVIA. 1975

| 解 |  | (3) |  |
| :---: | :---: | :---: | :---: |
| 20-24....... | 1187 | 24 | 0.9798 |
| 25-29........ | $1 \$ 15$ | 41 | 0.9729 |
| 30-34....... | 1276 | 62 | 0.9514 |
| 35-39....... | 1494 | 124 | 0.9170 |
| 40-44........ | 1115 | 141 | 0.8735 |
| 45-49....... | 1202 | 217 | 0.8195 |
| 50.54........ | 774 | 228 | 0.7054 |
| 55-59........ | 612 | 213 | 0.6520 |

portions of ever-married women whose husbands were still alive at the time of the interview. $N W_{f}(n)$. In computing these proportions, the denominator used is the number of ever-married women rather than all women and there were no cases of non-response. The proportions $N W_{f}(n)$ shown in column (4) are obtained by dividing the number of women with frst husband dead (appearing in column (3) of table 99) by the number of ever-married women reporting first husband's survivorship status (listed in column (2)) and subtracting the result from 1.0 . Thus, $N W_{f}(25)$ is calculated as

$$
N W_{f}(25)=1.0-(41 / 1,515)=1.0-0.0271=0.9729 .
$$

Step 2: calculation of singulate mean age at marriage for both males and females. For a detailed explanation of the
way in which to calculate the necessary SMAM values, see annex I. In the case of Bolivia in 1975, these values are: $S M A M_{m}=25.3$ years; and $S M A M_{f}=23.2$ years.
Step 3: calculation of survivorship probabilities for males. Using the coefficients shown in table 97 and applying the version of equation (B.16) appearing in this table with $S M A M_{f}=23.2$ years, $S M A M_{m}=25.3$ years, and the observed proportions not widowed, $N W_{f}(n)$, the survivorship probabilities listed in column (6) of table 100 are obtained. As an example, $l_{m}(50) / l_{m}(20)$ is calculated below:

$$
\begin{aligned}
l_{m}(50) / I_{m}(20)= & 0.0087-0.01189(23.2)+0.00925(25.3) \\
& +1.0144(0.8195) \\
= & 0.798
\end{aligned}
$$

Also shown in table $\mathbf{1 0 0}$ (column (7)) are the mortality levels to which each estimated survivorship probability corresponds in the Coale-Demeny West family of model life tables. These levels are obtained by interpolating linearly between the values listed in table 226 (see annex VII). See step 3 of subsection B. 2 (b) (iii) for a detailed example of the interpolation procedure used.
Step 4: calculation of momber of years before the survey to which the male survivorship probabilities refer. Since male survivorship is being estimated, equations (B.17) and (B.18) are used to calculate this reference period, denoted by $t(n)$. Table 101 shows the necessary input

TAGLE 100. ESTHMATION OF MALE SURVIVORSHIP PROBADLITIES FROM INFORMATION on suavival of first husaand, Bolivia, 1975

| dre | $\begin{aligned} & 4 \\ & \text { (2) } \end{aligned}$ |  | Congicim <br> (1) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20-24....... | 25 | 0.0779 | 0.9136 | 0.9798 | 0.973 | 14.3 |
| 25-29........ | 30 | -0.0966 | 1.0822 | 0.9729 | 0.956 | 16.3 |
| 30.34....... | 35 | -0.0999 | 1.0831 | 0.9514 | 0.931 | 16.6 |
| 35-39....... | 40 | -0.0779 | 1.059 | 0.9170 | 0.894 | 15.7 |
| 40-44....... | 45 | -0.0513 | 1.0324 | 0.8735 | 0.850 | 15.4 |
| 45-49....... | 50 | -0.0331 | 1.0144 | 0.8195 | 0.798 | 15.3 |
| 50-54....... | 55 | -0.0261 | 1.0111 | 0.7054 | 0.687 | 13.3 |
| 55-59 ........ | 60 | -0.0334 | 1.0291 | 0.6520 | 0.638 | 14.7 |

TARLE 101. ESTIMATION OF TIME NEFERENCE PERKDS FOR MALE SURVIVORSHIP PROBABILITIES dERIVED FROM information on survival of first husmand. Bolivita. 1975

| $\begin{aligned} & \text { 栟 } \\ & \text { (1) } \end{aligned}$ |  | (3) |  |  | Reprewe (n) (1) <br> (6) | Ropume <br> (7) | $\begin{gathered} \text { mex } \\ \text { meriny } \\ \text { (8) } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 30............ | 0.9729 | 29.6 | 0.090 | 0.0871 | 2.0 | 1973.6 | 16.3 |
| 35............. | 0.9514 | 34.6 | 0.091 | 0.0807 | 4.3 | 1971.3 | 16.6 |
| 40............. | 0.9170 | 39.6 | 0.102 | 0.0794 | 6.6 | 1969.0 | 15.7 |
| 4S.,.......... | 0.8735 | 44.6 | 0.135 | 0.0962 | 8.7 | 1966.9 | 15.4 |
| 50............ | 0.8195 | 49.6 | 0.189 | 0.1289 | 10.6 | 1965.0 | 15.3 |
| 55............. | 0.7054 | 54.6 | 0.253 | 0.1430 | 12.6 | 1963.0 | 13.3 |
| 60............. | 0.6520 | 59.6 | 0.331 | 0.1947 | 13.8 | 1961.8 | 14.7 |

* Number of years prior to the survey to which survivorship estimates refer.
information and some of the intermediate results. The observed proportions of females who were not widowed, $N W_{f}(n-5)$, are listed in column (2); and the values of ( $S M A M_{m}+n-2.5-S M A M_{f}$ ) for each $n$ are denoted by $x_{m}(n)$ and are listed in column (3). The function $Z$ is calculated for each of these $x_{m}(n)$ values by interpolating in table 88. Note that the data for the first value of $n$, 25 , have been excluded from table 101 because the tabulated values of $Z$ do not cover the value of $x(25)=$ 25.6; and although extrapolation is possible, it leads to an estimate of $t(25)$ that is negative, a clearly unacceptable outcome. However, this result indicates that in a population where the female singulate mean age at marriage is 23 and that of males is 25 , an estimate of the male probability of surviving from age 20 to age 25 derived from reports of ever-married females aged 20-24 is likely to be fairly poor, since a sizeable proportion of the women in this age group are not yet married and the mean exposure to the risk of dying of their husbands is relatively short. Such an indication is corroborated, in this case, by the fact that the mortality level associated with $I_{m}(25) / l_{m}(20)$ is quite clearly out of line with the subsequent estimates (see table 100 ).
Returning to the calculation of $Z(x)$, the procedure followed in the case of $n=45$ is illustrated. First:

$$
x_{m}(45)=25.3+45.0-2.5-23.2=44.6
$$

then

$$
Z_{m}(44.6)=0.4(0.130)+0.6(0.139)=0.135 .
$$

Therefore, using equation (B.17),

$$
\begin{aligned}
u_{m}(45) & =0.3333 \ln N W_{f}(40)+Z(44.6)+0.0037(1.7) \\
& =0.3333 \ln (0.8735)+0.135+0.0063 \\
& =0.0962
\end{aligned}
$$

and according to equation (B.18),

$$
\begin{gathered}
t_{m}(45)=(45.0-2.5-23.2)(1.0-0.0962) / 2.0 \\
=(9.65)(0.9038)=8.7 .
\end{gathered}
$$

That is, the estimate of $l_{m}(45) / I_{m}(20)$, which corresponds to a West mortality level of 15.4 , refers approximately to 8.7 years before the survey; and since the latter has as reference date 1975.6 (see step 4 of subsection B. 2 (b) (iii), the reference date for $l_{m}$ (45) $/ I_{m}$ (20) is the end of 1966, as shown in column (7) of table 101.

The mortality levels associated with the survivorship probabilities obtained in the previous step are listed in column (8) of table 101 to allow a quick assessment of the results obtained. It is worth taking note that, disregarding the last estimate ( $l_{m}(60) / l_{m}(20)$ ), the adult mortality trend followed by the other estimates seems rapid though not impossible, implying a gain of some three mortality levels (or approximately 7.5 years in expectation of life) during 10 years or so. If the estimate associated with $l_{m}(55) / l_{m}(20)$, referring to approximately
1963. is also disregarded. the improvement in adult mortality is more modest (about one level) and perhaps somewhat more plausible. Unfortunately, the mortality levels that refer to periods comparable to those already estimated for Bolivia from maternal orphanhood data (see tables 92 and 95 ) do not quite match the latter; and although they refer to different sexes (the orphanhood estimates refer to female mortality, while those derived here correspond to males), the lack of consistency observed suggests that at least one of these sets of estimates may be seriously deficient. Although at this stage it seems more likely, given the trend they imply, that the estimates derived from orphanhood information are the deficient set, further evidence is required to make a definite decision.
(c) Widowhood data classified by duration of first marriage
(i) Data required

Male (or female) probabilities of surviving from age 20 to age $n$ can also be estimated from data on survival of first spouse tabulated by duration of marriage (measured as the time elapsed since first union). The specific data required for the application of this variant of the method are listed below:
(a) The observed singulate mean age at marriage, SMAM, for males (females). This age is estimated from the proportion of single males (females) in each fiveyear age group. For a detailed description of the procedure used in estimating the singulate mean age at marriage, see annex I. Observe that when widowhood data are classified by duration of first marriage, only one value of SMAM is needed in each case: if male mortality is being estimated from data from female respondents, only the value of SMAM for males is required; and vice versa;
(b) The proportion of ever-married women (men) whose first husbands (wives) were alive at the time of the interview, classified by five-year duration-of-marriage group. These proportions are again denoted by $N W(k)$, where $k$ now represents the lower limit of each duration group, that is, $N W(k)$ is the proportion not widowed among respondents first married from $k$ to $k+4$ years before the survey. As in the case of data classified by age, the proportions not widowed can be calculated from any two of the following: (a) the number of respondents whose first spouse was alive at the time of the interview classified by five-year duration group; (b) the number of respondents whose first spouse was dead at the time of the interview classified by five-year duration group; ( $\dot{c}$ ) the total number of ever-married respondents who declared the survivorship status of their first spouse, classified by five-year duration group. Since category (c) is supposed to be the sum of the first two, it is important that it exclude all respondents who did not know or did not declare the survivorship status of their first spouse.
(ii) Computational procedure

The steps of the computational procedure are described below.

Step 1: calculation of proportions not widowed among
female (male) respondents. The proportion of female (male) respondents not widowed in the duration group from $k$ to $k+4$, denoted by $N W(k)$, is equal to the ratio of the number of female (male) respondents first married from $k$ to $k+4$ years earlier whose first husband (wife) was alive at the time of the interview divided by the total number of ever-married female (male) respondents in the same duration group who declared the survivorship status of their first husband (wife).

Note that male survivorship probabilities are estimated from the proportions of non-widowed females, whereas female survivorship probabilities are estimated from male proportions not widowed.

Step 2: calculation of singulate mean age at marriage for males (females). The necessary value of SMAM is calculated according to the procedure described in annex $I$. Note that the value of SMAM required is that corresponding to the sex category for which survivorship probabilities are being estimated.

Step 3: calculation of survivorship probabilities for males (females). When male mortality is being estimated, the probability of survival from age 20 is related to the singulate mean age at marriage for males and the proportion of women in a given duration-of-marriage group with a surviving first husband. The following equation is used:
$l_{m}(n) / l_{m}(20)=a(n)+b(n) S M A M_{m}+c(n) N W_{f}(n-25)$
where $a(n), b(n)$ and $c(n)$ are the coefficients shown in table 102; and $N W_{f}(n-25)$ is the proportion of women in the duration group from $n-25$ to $n-21$ having a surviving first husband. As in the case of the method based on data classified by age, the coefficients of equation (B.21) were estimated by using least-squares regression to fit this equation to data generated from model mortality and nuptiality schedules (see chapter I).

An equivalent relation is used to estimate female survival probabilities, namely,

$$
\begin{equation*}
l_{f}(n) / l_{f}(20)=a(n)+b(n) S M A M_{f}+c(n) N W_{m}(n-25) \tag{B.22}
\end{equation*}
$$

Table 102. Coefficients for estimation of conbational male SURVIVORSHIP PROBABILITIES FROM THE WIDOWHOOD STATUS OF FEMALE RESPONDENTS. CLASSIFIED BY DURATION OF MARIRIAGE

| $\begin{aligned} & \text { Age } \\ & \text { (i) } \end{aligned}$ | $\begin{aligned} & \text { Dusan } \mathrm{gratp} \\ & (2)^{2} \end{aligned}$ | Cosfinients |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { (n) } \\ & \left(\frac{n}{5}\right) \end{aligned}$ | $\begin{aligned} & \text { (4) } \\ & (1) \end{aligned}$ | (15) |
| 25. | $0-4$ | -1.0084 | 0.00039 | 1.9989 |
| 30............ | $5-9$ | -0.3214 | 0.00098 | 1.2976 |
| 35............ | 10-14 | -0.1990 | 0.00202 | 4.1503 |
| 40............ | 15-19 | -0.1695 | 0.00353 | 1.0849 |
| 45............. | 20-24 | -0.1798 | 0.00557 | 1.0477 |
| \$0............. | 25-29 | $-0.2187$ | 0.00814 | 1.0278 |
| Estimation equation:$t_{m}(n) / I_{m}(20)=a(n)+b(n) S M A M_{m}+c(n) N W_{f}(n-25)$ |  |  |  |  |

where the male proportion not widowed and the female SMAM replace the female proportion not widowed and the male SMAM of equation (B.21). Note, however, that the estimated regression coefficients to be used also change; those listed in table $\mathbf{1 0 2}$ are to be employed in estimating male survivorship, while those given in table 103 should be employed in estimating the survivorship probabilities for females.

Tanle 103. COEFFICIENTS FOR ESTIMAJION Of CONDTTIONAL FEMALE SURVIVORSHIF FROBABILITIES FROM THE WIDOWHOOD STATUS OF MALE aEspondents Classifitd ay duration of marriage

| $\begin{aligned} & A_{6} \\ & \text { (1) } \end{aligned}$ | $\begin{aligned} & \text { Dination give } \\ & (2)^{2} \\ & \hline \end{aligned}$ | Copfexicurs |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \alpha(n) \\ & \text { ( } 3 \text { ) } \end{aligned}$ | $\begin{aligned} & W(4) \\ & (4) \end{aligned}$ | $\begin{aligned} & \text { ( }(9) \\ & (1) \end{aligned}$ |
| 25............. | 0-4 | -1.2183 | 0.00141 | 2.1900 |
| 30............. | 5-9 | -0.3944 | 0.00147 | 1.3642 |
| 35............ | 10.14 | -0.2443 | 0.00184 | 1.2061 |
| 40............ | 15-19 | -0.2060 | 0.00279 | 1.1480 |
| 45............. | 20-24 | -0.2073 | 0.00428 | 1.1188 |
| 50............. | 25-29 | -0.2349 | 0.00639 | t. 1025 |

Eslimation equation:

$$
I_{f}(n) /_{f}(20)=a(n)+b(n) S M A M_{f}+c(n) N W_{m}(n-25)
$$

Step 4: calculation of number of years before the survey to which male survivorship probabilities refer. In cases where mortality has been changing regularly during the 15 or 20 years preceding the survey (that is, when the change in mortality has been roughly linear on the logit scale), estimates of the time to which each of the survivorship probabilities obtained in the previous step refers can be calculated using the following equations:

$$
\begin{align*}
u_{m}(n)= & 0.3333 \ln N W_{f}(n-25)+Z\left(n-22.5+S M A M_{m}\right) \\
& +0.0037\left(27-S M A M_{m}\right)  \tag{B.23}\\
I_{m}(n)= & (n-22.5)\left(1.0-u_{m}(n)\right) / 2.0 \tag{B.24}
\end{align*}
$$

or

$$
\begin{align*}
u_{f}(n)= & 0.3333 \ln N W_{m}(n-25)+Z\left(n-22.5+S M A M_{f}\right) \\
& +0.0037\left(27-S M A M_{f}\right)  \tag{B.25}\\
t_{f}(n)= & (n-22.5)\left(1.0-u_{f}(n)\right) / 2.0 . \tag{B.26}
\end{align*}
$$

Equations (B.23) and (B.24) are used when the estimated survivorship probabilities refer to males, while equations (B.25) and (B.26) are used when they refer to females. Note that the form of these sets of equations is essentially the same, with the subindices indicating sex category reversed. In both cases (males and females), the quantity $n-22.5$ is the mid-point of the duration group to which the respondents belong, and the values of the function $Z(x)$ are obtained by interpolating linearly between those listed in table 88.

## (iii) $A$ detailed example

The use of data on the survivorship of first spouse classified by duration of marriage to estimate adult survivorship probabilities is illustrated by using data gath-
ered by the National Demographic Survey carried out in Panama between August and October 1976. Table 104 shows ever-married males classified by time since first marriage and survival of first spouse. The survivorship probabilities to be estimated refer to females. Note that in table 104 the number of men who said they had been married, but who did not know the duration of their marriage, constituted a sizeable proportion of the total (slightly over 10 per cent). This level of non-response suggests that the data may not be reliable: in a country where some 10 per cent of the married male population does not declare or does not know the duration of their marriage, it is unlikely both that duration will be correctly reported by the rest and that those of unknown duration have the same characteristics as those who declared a duration. One possible treatment for the cases of non-response is to divide them among the different durations according to the proportions implied by the known cases. This procedure would be based on the assumption that, for a given survival of first spouse (dead or alive), all persons are equally likely to fail to state the duration of their union. However, it seems reasonable to suppose that people belonging to unions that have lasted longer are more likely to have forgotten the date when the union began, so a more complicated redistribution procedure should probably be used. Yet, such a procedure would require that an assumption be made about how the probability of not stating a date of first union changes according to the time elapsed since the union began. Because no information is available on this matter, the likelihood of introducing substantial biases in the final results by making incorrect assumptions is high. In view of this possibility, it seems safer to ignore completely the cases of unknown duration when carrying out this analysis, while bearing their existence in mind at the point of interpreting the final results.
The computational procedure for this example is given below.
Step 1: calculation of proportions not widowed among male respondents. Table 104 shows all the data categories that can be derived from a simple question on the survivorship status of the first wife of each ever-married male respondent. For some duration groups, the number of respondents who did not declare the survivorship status of first wife constitutes a sizeable proportion of
those who declared that their first wives were dead. Again, this characteristic of the data renders their quality suspect, since if one were to assume that all cases of non-response were, in fact, cases of dead first wives, the survivorship estimates obtained would be substantially different, especially at lower marriage durations. Strictly speaking, however, there is no basis for making such an assumption; and in the rest of this analysis, the respondents who did not declare the survivorship status of their first wife are ignored. Therefore, to calculate the proportion of respondents not widowed, $N W_{m}(k)$ in duration group 10-14, for example, the number with first wife alive is divided by the sum of those with first wife alive and those with first wife dead, as shown below:

$$
N W_{m}(10)=1,096 /(1,096+23)=0.9794
$$

Note that $N W_{m}$ (10) can also be obtained by dividing the number with first wife alive by the difference between all possible respondents and those whose wives' survival status is not known. Thus,

$$
N W_{m}(10)=1,096 /(1,127-8)=0.9794 .
$$

The full set of $N W_{m}$ ( $k$ ) values is shown in column (7) of table 104 .
Step 2: calculation of singulate mean age at marriage for females. For a detailed description of the procedure to be used in calculating the values of SMAM for females, see annex 1. In this case, $S M A M_{f}$ was found to equal 22.01 years.

Step 3: calculation of survivorship probabilities for females. Equation (B.22) is used to calculate the female probabilities of surviving from age 20 to age $n$. These probabilities are calculated by using as input the proportions not widowed among ever-married respondents, the female singulate mean age at marriage, and the coefficients listed in table 103. Table 105 shows the details of the calculations. Note that the final estimates of survivorship probabilities are not, in this case, very different from the original proportions of respondents with a surviving first wife. The West mortality level associated with each survivorship probability has been estimated by interpolating linearly between the values shown in table 222 in annex VII (see step 3 of subsection

Tagle 104. Data on survivorship status of first wife, male resfondents. Panama, 1976

| Diniou Fic (d) | $\stackrel{\ln +1 \times x}{k}$ <br> (2) | Number of mole rexpondems |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | What for ulfe eltwe (3) | With first mfor aned (4) | Syonw of mor wifled (3) | $\begin{aligned} & \text { Totat } \\ & \text { (6) } \\ & \hline \end{aligned}$ |  |
| 044......... | 0 | 1342 | 4 | 2 | 1348 | 0.9970 |
| 5.9 .......... | 5 | 1419 | 15 | 4 | 1438 | 0.9895 |
| 10-14....... | 10 | 1096 | 23 | 8 | 1127 | 0.9794 |
| 15-19....... | 15 | 960 | 34 | 7 | 1001 | 0.9658 |
| 20-24....... | 20 | 808 | 49 | 6 | 863 | 0.9428 |
| $25+$ | - | 2070 | 526 | 50 | 2646 | - |
| Unknown |  | 594 | 169 | 212 | 975 | - |

Tadle 105. Estimation of adult female survivonship momabilities from male data on survival of first sfouse, ay duration of markiace. Panama, 1976

| $\begin{aligned} & \text { Doven } \\ & \text { Nrif } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 货 } \\ & \text { (2) } \end{aligned}$ |  |  |  | $\underset{(0)}{\operatorname{mon}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0-4......... | 25 | 0.9970 | $-1.2183+0.00141(22.01)+2.1900(0.9970)$ | 0.9962 | 22.2 |
| S-9......... | 30 | 0.9895 | $-0.3944+0.00147(22.01)+1.3642(0.9895)$ | 0.9878 | 21.3 |
| 10-14....... | 35 | 0.9794 | $-0.2443+0.00184(22.01)+1.2061(0.9794)$ | 0.9775 | 21.0 |
| 15-19....... | 40 | 0.9658 | $-0.2060+0.00279(22.01)+1.1480(0.9658)$ | 0.9641 | 20.8 |
| 20-24........ | 45 | 0.9428 | $-0.2073+0.00428(22.01)+1.1188(0.9428)$ | 0.9417 | 20.4 |

B. 2 (b) (iii) for a detailed example of the procedure for calculating them). These levels imply, in general, that mortality among females in Panama was very low during the early 1970 s.

Slep 4: calculation of mumber of years before the survey to which the male surviworship probabilities refer. The West mortality levels shown in column (6) of table 105 suggest that mortality has not remained constant in Panama, since the reports of respondents who have been married for a longer period of time are associated with lower levels (that is, higher mortality) than are those associated with the reports of respondents married for a shorter and more recent period. It is important, therefore, to obtain some indication about the time periods, denoted by $t(n)$, to which the estimated survivorship probabilities refer. Equations (B.25) and (B.26) are therefore used to estimate $t_{f}(n)$. Table 106 shows some of the intermediate values required for their calculation and the final $t_{f}(n)$ estimates. The values of $Z_{f}(x)$ are obtained by interpolating linearly between the values listed in table 88, and $x_{f}(n)$ is used to denote the quantity $n-22.5+S M A M_{f}$. since the survey took place between August and October of 1976, the mid-point of this period, corresponding in decimal form to 1976.7, is used as its reference date (see step 4 of subsection B. 2 (b) (iii) for an example of how to calculate the decimal equivalent of this mid-point). Hence, by subtracting the estimated $t_{f}(n)$ values from 1976.7, the date to which each survivorship probability refers can be obtained. These reference dates are shown in column (7) of table 106; and to facilitate comparison, the West mortality levels obtained in the previous step are listed in column (8) of the same table. Without any other evidence, the trend of
the dated survivorship estimates implying an improvement in adult female mortality of about a quarter of a level per annum seems plausible, although the estimated levels are relatively high. Because of the deficiencies noted eariier in this data set, the possibility that the reports on widowhood status of male respondents may understate true widowhood levels must be explored further before the estimates shown in table 105 can be fully accepted.

## (d) Use of widowhood data from two surveys

Mortality estimates from widowhood share with those from orphanhood the problem of referring to periods located a substantial length of time before the survey, and the time reference of the estimates can only be identified when mortality has been changing regularly. A method for obtaining estimates or mortality that refer to a well-defined period of time by using orphanhood data from two surveys has been suggested earlier. Strictly speaking, a parallel approach cannot be used with widowhood data classified by age of respondent because age groups do not define marriage cohorts; and the change in proportions not widowed from one age group to the next is generally deflated by the influx of newly married respondents whose exposure to the risk of dying while married is below the average of the group. However, the same phenomena affect the proportions not widowed by age group at each survey; thus, as long as age patterns of marriage remain more or less constant, the proportions not widowed for a hypothetical intersurvey cohort will be representative of the intersurvey mortality experience. These proportions can be calculated following the method described in the case of

TARLE 106. ESTIMATION Of TIME REFERENCE PERHODS FOR FEMALE SURVIVORSHIP PROBABILITIES denjved fiom male widowhood data. Panama. 1976

| $\begin{aligned} & \text { 伤 } \\ & \text { ij) } \\ & \hline \end{aligned}$ |  |  | $\frac{s_{1}}{\substack{\text { manction } \\ f_{1}(0)}}$ |  | $\begin{aligned} & \text { nepenver } \\ & \text { tiper } \\ & \text { T(6) } \end{aligned}$ | Angung |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25............ | 0.9970 | 24.5 | 0.0\%0 | 0.1075 | 1.1 | 1975.6 | 22.2 |
| 30............ | 0.9895 | 29.5 | 0.090 | 0.1049 | 3.4 | 1973.3 | 21.3 |
| 35............ | 0.9794 | 34.5 | 0.091 | 0.1025 | 5.6 | 1971.1 | 21.0 |
| 40............ | 0.9658 | 39.5 | 0.102 | 0.1089 | 7.8 | 1968.9 | 20.8 |
| 45............ | 0.9428 | 44.5 | 0.135 | 0.1338 | 9.7 | 1967.0 | 20.4 |

[^64]orphanhood data (see subsection B. 2 (d)) and can then be analysed by using the method described in subsection B. 3 (b), with average male and female singulate mean ages at marriage during the intersurvey period as additional inputs (these average ages can be calculated as the mean of those corresponding to the beginning and end of the intersurvey period).

On the other hand, when widowhood data are classified by time elapsed since first marriage, five-year duration groups do represent marriage cohorts; and proportions not widowed for a hypothetical marriage cohort representing intersurvey experience may be calculated from two sets of observed proportions not widowed classified by duration and obtained from surveys or censuses five or 10 years apart. The calculation of the proportions not widowed representing the experience of a hypothetical intersurvey cohort is carried out exactly as described in step 2 of subsection B. 2 (d) (ii) for the case of proportions not orphaned, with duration groups substituted throughout for age groups. Because the complete computational procedure to be followed in this case is very similar to that followed in the case of data on orphanhood and because no data sets on widowhood by duration from two surveys are as yet available, a detailed description of the application of this method is omitted.

## C. Estimation of survivorship to ADULTHOOD FROM BIRTH

## 1. General characteristics of methods

In this section, an extension of the conditional methods discussed in section B is presented. The methods that are described allow the estimation of probabilities of survival from birth, that is, of probabilities that are no longer conditional. These probabilities are estimated by means of equations that include I(2), the probability of surviving from birth to exact age 2, as an independent variable, to take account of mortality in childhood. In practice, the value of $l(2)$ used is almost invariably obtained by applying the child mortality estimation techniques described in chapter III.

Since the methods to be presented here are extensions of the conditional methods of adult survivorship estimation described above, they are based on very similar assumptions. In fact, all the comments made in section B about the validity of the estimates of conditional survivorship probabilities apply also to the validity of estimates of direct probabilities; and because the calculation of the latter values demands extra information, for example, l(2), certain other assumptions are necessary.

The methods presented here are based on equations fitted by least-squares regression to simulated data, so the main assumption made is that the models used in simulating data represent reality adequately. An additional assumption necessary in this case is that the relationship between adult and child mortality embodied in the model life tables used during simulation cover the range of actual experience. Therefore, estimates derived by these methods are likely to be unreliable whenever
the experience of the population studied falls outside the range covered by the models used. The estimation of adult survivorship from birth is particularly sensitive to the relationship between child and adult mortality, and to the pattern of the mortality schedule between ages 5 and 25 . This sensitivity can be reduced by including in the estimation equation an independent variable allowing for known variations in mortality between ages 2 and 20 or 25 . The model cases to which the estimation equations were fitted were generated by using mortality schedules based on the logit system, using as standards the four life tables for females at level 16 of the CoaleDemeny models. Therefore, the probability of surviving from age 2 to age 20 (or 25 in the case of orphanhood) in the appropriate standard life table is included as an independent variable in the estimation equation in order to allow for the age pattern of mortality between childhood and early adulthood. It remains true, however, that estimates of survivorship from birth based on orphanhood or widowhood data from younger respondents are overwhelmingly determined by the estimation of (2), while the proportions not orphaned or not widowed have a relatively low predictive value, ${ }^{16}$ a fact that may affect the consistency of the estimates obtained from data corresponding to younger respondents.

It has been stressed earlier in this chapter that orphanhood and widowhood data provide estimates of mortality referring to points in the past and that if the same type of data is available from two surveys five or 10 years apart, the experience of a hypothetical intersurvey cohort can be constructed to obtain estimates of mortality referring exactly to the intersurvey period. The methods of analysis outlined in the next sections can also be applied to the constructed proportions not orphaned or not widowed of a hypothetical intersurvey cohort, using as input either an estimate of $l(2)$ obtained also from the constructed experience of a hypothetical cohort and thus referring to the same period (see chapter III, section D); or, failing that, an estimate of $l(2)$ obtained from women aged $\mathbf{2 0 - 2 4}$ at the second survey and thus referring more or less to the mid-point of the intersurvey period. Once the proportions not orphaned or not widowed for the hypothetical intersurvey cohort have been obtained, the analysis follows exactly the procedures described below in subsections C. 2 (c), C. 3 (b) (ii) and C. 3 (c) (ii), but the mortality estimates obtained have a well-defined reference period (the intersurvey period), so that estimates of $t(n)$ are not required.

## 2. Estimation of female survivorship from birth to aduht ages on the basis of proportions with surviving mother

## (a) Basis of method and its rationale

Regression techniques were used to relate the proportions of respondents whose mothers were still alive at the time of the interview to the survivorship probabilities experienced by these women. It was found that probabilities of survivorship from birth, $l(n)$, could be

[^65]estimated with sufficient accuracy if the probability of surviving from birth to age 2 for females- $l_{f}(2)$-were taken into account among the independent variables determining the desired $l(n)$ values and if an indicator of the relationship between adult and child mortality, denoted by RS and equal to the ratio of $l(25)$ to $l(2)$ in the standard that best represents the experience of the population in question, were also included in the fitted equation. As in the case of the conditional regression method based on information about maternal orphanhood (see subsection B. 2 (c)), the other independent variables used are $M$, the mean age of mothers at the birth of their children, and $S(n)$, the proportion of respondents in the age group from $n$ to $n+4$ whose mother is still alive. The form of the fitted equation is
\[

$$
\begin{align*}
l_{f}(25+n)=a(n) & +b(n) M+c(n) l_{f}(2) S(n-5) \\
& +d(n) R S \tag{C.1}
\end{align*}
$$
\]

where $a(n), b(n), c(n)$ and $d(n)$ are coefficients whose values for each $n$ are listed in table 107.

These coefficients were obtained by using leastsquares regression to fit equation (C.1) to data simulated on the basis of selected fertility and mortality schedules. The fertility schedules used were derived from the Coale-Trussell models (see chapter I, subsection E.1) and the mortality schedules were obtained by using the logit system, using as standards the level 16 female life tables from each regional family of the Coale-Demeny models (see chapter 1, subsections B. 2 and B.4).

It is worth pointing out that this method allows only the estimation of female adult mortality, since the coefficients shown in table 107 were derived exclusively from simulations referring to females. Furthermore, these simulations do not take into account any trends in mortality; that is, the same life table was used in each simulated case to generate $l_{f}(2)$ and $l_{f}(25+n)$ for $n$ ranging from 20 to 50 . Therefore, use of the coefficients listed in table 107 implies the tacit assumption of an unchanging mortality level for a period of at least 40 years. Since, in practice, this assumption is very likely to be violated, one cannot interpret the estimates obtained by applying this method as being exact period measures
of mortality, especially because the use of $l_{f}(2)$ as an independent variable introduces yet another timing problem. In fact, probably the most satisfactory way of using this method is by calculating first the time period to which the estimates of survivorship would refer, were they determined mainly by the proportions with surviving mother (as in the conditional method) and had mortality followed a regular pattern of change (linear in the logit scale), and then using as input for equation (C.1) child mortality estimates referring to corresponding periods.in order to obtain dated probabilities of surviving from birth to adult ages. In practice, however, it will seldom be possible to obtain child mortality estimates for the exact dates to which the conditional survivorship probabilities refer, and period averages will have to be used instead. In such cases, the user must bear in mind that the survivorship estimates obtained from equation (C.1) refiect a mixture of mortality levels with somewhat different reference dates.

## (b) Data required

The following data are required for this method:
(a) The proportion of respondents with a surviving mother in each five-year age group from $n$ to $n+4$. denoted by $S(n)$. See subsection B. 2 (b) (i) for some comments on the calculation of these proportions;
(b) The number of births in a given year, classified by five-year age group of mother. This information is used to estimate $M$, the mean age of mothers of a particular group of births at the time of such births;
(c) An estimate or estimates of the probability of surviving from birth to exact age 2 for females, denoted by $l_{f}$ (2). Such estimates are usually obtained from information on the number of children ever born and surviving classified by age of mother (see chapter III).

## (c) Computational procedure

The computational procedure includes the steps described below.
Step 1: calculation of mean age at maternity. See step 1 in subsection B. 2 (b) (ii).
Step 2: calculation of reference periods of the conditional survivorship probabilities estimated from information on

TABLE IO7. COEFFICIENTS FOR ESTIMATION OF FEMALE SURVIVONSHIP PROBAOLLITIES FROM BIRTH ON THE BASIS OF PROPORTHONS OF RESPONDENTS WITH MOTHER ALIVE

| $\begin{aligned} & A_{2} \\ & (\vec{d}) \end{aligned}$ | Corsficiexts |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (12) | (3) | (14) | (tf) |
| 20............. | - 1.2982 | 0.0033 | 1.2275 | 1.0422 |
| 25............ | -1.2508 | 0.0051 | 1.1934 | 0.9821 |
| 30............. | -1.2385 | 0.0077 | 1.1623 | 0.9334 |
| 35............. | -1.2669 | 0.0115 | 1.1423 | 0.8885 |
| 40............. | -1.3217 | 0.0166 | 1.1432 | 0.8206 |
| 45............. | -1.3541 | 0.0225 | 1.1678 | 0.6889 |
| 50............ | -1.2655 | 0.0274 | 1.1932 | 0.4565 |
| Estimation equation:$I_{f}(2 S+n)=a(n)+b(n) M+c(n) I_{f}(2) S(n-5)+d(n) R S$ |  |  |  |  |

maternal orphanhood. The procedure described in step 3 in subsection B. 2 (c) (ii) should be followed.
Step 3: estimation of probability of surviving from birth to age 2 for females. Reference should be made to the methods described in chapter III. Ideally, estimates of the probability of surviving to age 2 , denoted by $l_{f}(2)$, should be obtained for each of the reference periods estimated in step 2 . Only estimates of $l(\mathbf{2})$ for females are needed.
Step 4: estimation of survivorship probabilities from birth. Estimation of this probability, $l(n)$, the true core of the procedure, is straightforward enough once the mean age at maternity, $M$, and appropriate estimates of $I_{f}(2)$ have been obtained. It involves only substitution in equation (C.1) using the coefficients given in table 107. Care must be taken to match correctly these coefficients with the proportions with surviving mother, $S(n)$, for different values of $n$. It is also necessary at this point to calculate the value of the standard ratio, RS, which is the probability of survival from age 2 to age 25 in the female level 16 life table of the Coale-Demeny family that best represents the population being studied. That value is

$$
\begin{equation*}
R S=I_{s}(25) / I_{s}(2) \tag{C.2}
\end{equation*}
$$

For convenience, the four values of RS associated with the Coale-Demeny models are shown in table 108. The user must select the appropriate model and then use the corresponding value of $R S$ as input for equation (C.1). Note that the use of other standards, though not covered by the model cases, would not result in major biases, as long as $R S$ is calculated for the standard being used.

Table 108. Standard ratio values to ae used in estimation of SURVIVORSHIP PROBABILITIES FROM BRTH ON THE BASIS OF DATA ON MATERNAL ORFHANHOOD, COALE.DEMENY MODELS

|  <br> (I) |  |
| :---: | :---: |
| North ....................................................................... | 0.90198 |
| South ..................................................................... | 0.92581 |
| East ......................................................................... | 0.93568 |
| West..................................................................... | 0.92346 |

## (d) A detailed example

To compare the performance of the different methods of adult mortality estimation, the case of Bolivia
presented in subsection 8.2 (b) (iii) is again used. The raw data collected by the National Demographic Survey in 1974 are shown in table 89. Data on female children ever born and surviving are given below in table 109; results are summarized in table 110 .

Table 109. Female children ever born and surviving according to the National Demograbtic Survey, Bolivia. 1975

|  | $\qquad$ | Nomber of dowturn |  |
| :---: | :---: | :---: | :---: |
|  |  | Ewrbom (J) | Swnduine (4) |
| 15-19....... | 3069 | 170 | 150 |
| 20-24 ........ | 2404 | 1175 | 974 |
| 25-29 ........ | 1932 | 2343 | 1867 |
| 30-34 ....... | 1469 | 2857 | 2200 |
| 35-39 ........ | 1619 | 4213 | 3149 |
| 40-44 ........ | 1192 | 3447 | 2596 |
| 45-49 ........ | 1281 | 3771 | 2742 |

Table llo. Estimation of child mortality for FEMALES, BOLIvia, 1975

| Agr grow <br> (I) | $\begin{gathered} 46 \\ x \\ (2) \\ \hline \end{gathered}$ | Probabidity of dying $\phi_{1}(x)$ (3) |  | Afference (5) |
| :---: | :---: | :---: | :---: | :---: |
| 20-24 ....... | 2 | 0.1863 | 11.04 | 1973.5 |
| 25-29 ........ | 3 | 0.2080 | 10.87 | 1971.8 |
| 30.34....... | 5 | 0.2360 | 10.58 | 1969.7 |
| 35-39 ........ | 10 | 0.2631 | 10.37 | 1967.3 |
| 40-44 ....... | 15 | 0.2541 | 11.35 | 1964.6 |
| 45-49 ........ | 20 | 0.2787 | 11.20 | 1961.6 |

The steps of the procedure are given below.
Step 1: calculation of mean age at maternity. Reference should be made to the first step in subsection B. 2 (b) (iii), where the mean age at maternity, $M$, was calculated in detail for Bolivian females. Its value was found to equal 28.8 years.

Step 2: calculation of reference periods of the conditional survivorship probabilities estimated from information on maternal orphanhood This step is identical to that presented as step 3 in subsection B. 2 (c) (iii). Therefore, it is not repeated here. However, the reference dates estimated there (see table 95) are again given in column (3) of table 111 for immediate reference.

Step 3: estimation of probability of surviving from birth to age 2 for females. The data on female children ever born

TABLE III. ESTIMATION OF FEMALE SURVIVORSHIP PROBABILITIES FROM BIRTH USING INFORMATION ON ORPHANHOOD BY AGE OF RESPONDENT, BOLIVIA, 1975

| Ase <br> ( 1 ) | Apocrtion wist mother $\mathrm{B}_{(n-5)}$ (2) | Reference date <br> (3) | Went level for $f_{6}(2)$ |  | $\begin{gathered} \mathrm{Ag}_{8} \\ (6) \end{gathered}$ | Fiomatr actutt swivorsity probedilify $f(25+a)$ (7) | $\begin{aligned} & \text { Wout kewt } \\ & \text { if(ist+n) } \\ & \text { (ds) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19........ | 0.9252 | 1967.9 | 10.4 | 0.8012 | 20 | 0.6692 | 13.9 |
| 20.24....... | 0.8807 | 1966.1 | 10.2 | 0.7973 | 25 | 0.6410 | 14.1 |
| 25-29 ........ | 0.7896 | 1964.5 | 10.1 | 0.7954 | 30 | 0.5752 | 13.4 |
| 30-34 ....... | 0.6915 | 1963.1 | 9.9 | 0.7913 | 35 | 0.5098 | 13.1 |
| 35-39........ | 0.5737 | 1961.8 | 9.8 | 0.7893 | 40 | 0.4318 | 12.9 |
| 40-44....... | 0.4467 | 1960.7 | 9.7 | 0.7872 | 45 | 0.3407 | 12.8 |
| 45-49....... | 0.3546 | 1960.4 | 9.6 | 0.7851 | 50 | 0.2774 | 14.1 |

and surviving, given in table 109, were gathered by the National Demographic Survey of Bolivia in 1975. This is the first such data set available for the country, as questions on this subject had not been asked previously. As explained in chapter III, these data can be used to obtain an estimate of $I_{f}(\mathbf{2})$, the probability of surviving from birth to age 2 , for females. The procedure followed is that described in subsection B. 2 of chapter III and its detailed application is not presented here. For the purpose at hand it suffices to consider the results obtained. Table 110 summarizes these results. The usual estimates of the probability of dying, $q_{f}(x)$, yielded by the method are listed in column (3); column (4) shows the mortality levels consistent with the estimated $q_{f}(x)$ estimates in the West family of Coale-Demeny model life tables, while column (5) shows the reference date of each estimate (obtained by subtracting each reference period value, $t(i)$, for the child mortality estimates, from 1975.6, the reference date for the 1975 survey).

Two characteristics of the child mortality estimates given in table 110 should be pointed out. First, the estimates corresponding to the earliest periods are derived from data for women aged 40-44 and 45-49 at the time of the survey; and, secondly, these estimates are precisely those which do not follow, in terms of mortality leveis, the trend implied by the others. Given the most common flaws of data on children ever born and surviving (see chapter III, subsection A.1), it is likely that the estimates referring to 1961.6 and 1964.6 may be too high (in terms of mortality levels) because of the tendency of older women to omit some of their dead children. Such doubts about the quality of these estimates do not recommend them for use in other estimation procedures.
Unfortunately, as the reference dates listed in column (3) of table 111 show, most of the conditional survivorship estimates derived from data on maternal orphanhood refer to the period 1960-1965, so that child mortality estimates for the same period are desirable. In order to obtain such estimates, the trend implied by the $q_{f}(2)$, $q_{f}(3), q(5)$ and $q_{r}(10)$ estimates given in table 110 is extrapolated into the past. There are many possible ways of extrapolating this trend, but the simplest was selected, mainly because the use of more sophisticated techniques is not warranted by the approximate nature of the timing estimates.

A plot of the first four mortality levels against time would show that they define a fairly linear trend. Therefore, using the first and fourth to determine the trend line, its slope (change in level per annum) is calculated as

$$
\theta=(11.04-10.37) /(1973.5-1967.3)=0.108
$$

so that, for 1960.7 , for example, the extrapolated mortality level is

$$
10.37+0.108(1960.7-1967.3)=9.7
$$

The complete set of West mortality levels as defined by these extrapolated child mortality estimates and
corresponding to the periods to which the orphanhoodbased estimates refer is shown in column (4) of table 111. Column (5) shows the $l_{f}(2)$ values that these estimates imply. These values were obtained by interpolating linearly between the $l(2)$ values listed in table 236 (see annex VIII). For example, for the estimated level of 9.7 obtained above, the $l_{f}(2)$ value lies between that corresponding to level $9(0.77271)$ and that corresponding to level 10 ( 0.79340 ). Using linear interpolation (see annex IV), the desired $I_{f}(2)$ for level 9.7 is calculated as follows:

$$
l_{f}(2)=0.3(0.77271)+0.7(0.79340)=0.7872 .
$$

Slep 4: estimation of survivorship probabilities from birth. Using the values of $M$ and $l_{f}(2)$ given above and the values for RS for model West given in table 108, the final step in this procedure is rather simple. Essentially, for each value of $n$, substitution of the values of $M$, $I_{f}(2), S(n-5)$ and $R S$ in equation (C.1) is carried out, using the coefficients given in table 107. Column (7) of table 111 shows the estimates of $l_{f}(25+n)$ obtained in this way. As an example, $l(50)$ and $l(60)$ are calculated below in detail:

$$
\begin{aligned}
l_{f}(50)= & -1.2508+0.0051(28.8)+ \\
& 1.1934(0.7973)(0.8807)+0.9821(0.92346) \\
= & 0.6410 \\
l_{f}(60)= & -1.2669+0.0115(28.8)+ \\
& 1.1423(0.7913)(0.6915)+0.8885(0.92346)
\end{aligned}
$$

$$
=0.5098
$$

Note that because different estimates of $l_{f}(2)$ are available for each time period, the values of this variable also changes with $n$, while that of RS remains constant throughout.

In order to assess the estimated probabilities of survival from birth to adult ages, the West mortality levels consistent with them were calculated. Again, this calculation involves linear interpolation between the values listed in table 236 in annex VIII. Note that because the estimated values are probabilities of survival from birth, the life-table values themselves are used as the basis of interpolation (that is, no special tabulations of the life tables are needed). As an example, the level consistent with $I_{f}(60)=0.5098$ is found by identifying those values in the columns labelled " $(60)$ " of table 236 (see annex VIII) which enclose the observed value. In this case, the enclosing values are 0.50587 and 0.54215 , corresponding to levels 13 and 14, respectively. Hence, the level corresponding to 0.5098 is

$$
13.0+(0.50980-0.50587) /(0.54215-0.50587)=13.1 .
$$

The set of levels given in column (8) of table 111 shows that the estimates from $I_{f}(55)$ to $I_{f}(70)$ are fairly
consistent, implying similar mortality levels and a plausible trend of decline. The levels associated with $I_{f}(45)$, $l_{f}(50)$ and $I_{f}(75)$ are rather high and out of line with the others, so they need to be interpreted with caution.

At this point, it is worth comparing these estimates with those obtained earlier using the conditional methods. Refer, for example, to table 95, where the mortality levels displayed refer to the same periods as those shown in table 111. Note that the use of a child mortality indicator in the estimation process has had the effect of lowering substantially the adult mortality levels implied by the orphanhood data (table 111). The large difference between the levels given in table 95 (determined mainly by information on maternal orphanhood) and those presented in table 110 (determined by the data on child survivorship) implies one or more of three possibilities: that model West is not a good representation of the mortality pattern of the female population of Bolivia; that orphanhood is underreported, leading to underestimates of adult mortality; or that child survivorship is underreported and the child mortality estimates obtained are too high. Although the evidence presented here is not sufficient to decide among these three possibilities or between different combinations of them, other evidence suggests that maternal orphanhood in Bolivia was indeed underreported and that the estimated mortality levels presented in table 95 are too high. In this case, therefore, it seems that the estimates shown in table 111 are more acceptable, mainly because they are determined to a considerable extent by the child mortality estimates they incorporate.

## 3. Estimation of survivorship from birth to achult ages on the basis of proportions not widowed

## (a) Basis of method and its rationale

The methods discussed below are an extension of those presented in subsection B.3. Once more, data on proportions with surviving first spouse, tabulated either by the age or the duration of first marriage of the respondent, are used to estimate survival probabilities. In the present case, however, the incorporation of some information on the level of mortality prevalent at younger ages (in the form of estimates of $l(2)$ ) allows the estimation of probabilities of survival from birth in a way that parallels the method just described (see subsection C.2), which uses data on survival of mother to estimate survivorship probabilities from birth.

Both the age and duration methods that are presented here use as input an estimate of $/(2)$ (the probability of survival from birth to age 2) for the sex whose survivorship probabilities are to be estimated. An estimate of $/(2)$ is usually obtained from responses to questions regarding children ever born and children surviving. Methods used in carrying out this estimation are described in chapter III. If an estimate of $/(2)$ is available only for both sexes combined, suitable estimates for each sex can be obtained by assuming that the sex differentials embodied in the Coale-Demeny model life tables are an adequate representation of those prevalent in the population being considered. As in the orphan-
hood case, the explicit use of $/(2)$ coupled with the derivation of estimation equations from data generated under the assumption of constant mortality further complicates the determination of the time location to which the estimates refer. When there is evidence supporting the existence of a mortality change, appropriate $/(2)$ values should be calculated for each of the periods to which the conditional survivorship estimates derived from widowhood data refer, in order to ensure that the survival probabilities from birth estimated according to the method described here shall also refer to welldefined periods.

## (b) Widowhood data classified by age

An equation relating the value of probabilities of survival from birth to the values of the singulate mean ages at marriage for males and females, the value of $l(2)$ (the probability of surviving from birth to exact age 2 ), the proportion with surviving first spouse and an indicator of the relationship between child and adult mortality, RSW, was fitted by least-squares regression to data from 900 simulated cases. These cases were generated using model nuptiality, fertility and mortality schedules. The mortality schedules were obtained from the logit system using female level 16 model life tables from each of the four Coale-Demeny families as standards (see chapter I, subsections B. 2 and B.4), while the nuptiality and fertility schedules were derived from the models proposed by Coale and McNeil ${ }^{17}$ and Coale and Trussell, ${ }^{18}$ respectively (see chapter I, section D and subsection E.I). The simulation carried out also makes some allowance for the age distribution at first marriage of spouses according to the age group to which the respondent belonged at the time of first marriage.

The equations used to estimate the probabilities of surviving to adult ages have very similar forms:

$$
\begin{align*}
l_{m}(n)= & a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+ \\
& d(n) N W_{f}(n-5)+e(n) l_{m}(2)+f(n) R S W \\
l_{f}(n)= & a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+ \\
& d(n) N W_{m}(n)+e(n) U_{f}(2)+f(n) R S W \text { (C. } \tag{C.3}
\end{align*}
$$

where $a(n), b(n), c(n), d(n), e(n)$ and $f(n)$ are coefficients that depend both upon sex and upon age; $S M A M_{f}$ and $S M A M_{m}$ are the singulate mean ages at marriage for females and males, respectively; $N W(n)$ is the proportion of ever-married respondents aged from $n$ to $n+4$ whose first spouse was alive at the time of the interview; $/(2)$ is the probability of surviving from birth to age 2 for the spouses; and $R S W$ is the ratio of $1(20)$ and $I(2)$ in the standard (the female level 16 model life table from the Coale-Demeny family that best approxi-

[^66]mates the pattem of the mortality experienced by the population in question). Note that although the model cases were based on Coale-Demeny standards, the use of other standards, with their implied values of RSW, should not result in important biases.
Table 112 shows the values of the coefficients that are to be used in estimating male adult mortality. Note that in this case the value of $l(2)$ appearing in equation (C.3) should be the probability of surviving from birth to age 2 for males, while $N W(n)$ should be the proportion of ever-married female respondents whose first husbands were alive at the time of the interview. The RSW values listed in table 114 were calculated for female level 16
life tables from the Coale-Demeny families because it was those life tables which were used as standards when generating the simulated cases. If some other standard is regarded as more suitable, its $R S W$ value should be calculated and used in equation (C.3).
The values of the coefficients that are to be used in estimating female mortality are shown in table 113. When these values are used, 1 (2) should refer to females and $N W(n)$ should be the proportion of male respondents aged from $n$ to $n+4$ whose first wives were alive at the time of the interview. RSW is again selected from the values listed in table 114 or calculated especially if some other standard is to be used.

TARLE 112. COEFFICIENTS FOR ESTIMATION OF MALE SURVIVORSHIP FROM DIRTH FROM Mofontions OF WOMEN WTTH SURVIVING FIRST HUSEAND, CLASSIFIED HY AOE

| $\begin{aligned} & \text { Ake } \\ & \text { (i) } \end{aligned}$ | Coshactens |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (2) | (17) | (4) | (4) | ${ }^{(6)}$ | 制 |
| 25............ | -3.0441 | -0.00364 | 0.00125 | 1.5870 | 1.1666 | 1.3952 |
| 30............. | -2.6765 | -0.00595 | 0.00201 | 1.3842 | 1.1140 | 1.3032 |
| 35............ | -2.3864 | -0.00708 | 0.00281 | 1.2018 | 1.0668 | 1.2386 |
| 40............ | -2.1933 | -0.00795 | 0.00401 | 1.0747 | 1.0230 | 1.1979 |
| 45............. | -2.0988 | -0.00906 | 0.00581 | 0.9814 | 0.9805 | 1.2138 |
| 50............ | -2.0299 | -0.01084 | 0.00844 | 0.9253 | 0.9267 | 1.2236 |
| 55............ | -1.9541 | -0.01347 | 0.01203 | 0.8993 | 0.8550 | 1.2094 |
| 60............. | -1.8377 | -0.01704 | 0.01651 | 0.9037 | 0.7581 | 1.1505 |

Estimation equation:
$I_{m}(n)=a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+d(n) N W_{f}(n-5)+e(n)_{m}(2)+f(n) R S W$

Table 113. Coefficients for estimation of pemale sugvivorship from eirth from proportions OF MEN WITH SURVIVING FIRST WIFE, CLASSIFIED BY AGE

| $\begin{aligned} & A_{0} \\ & \text { (i) } \end{aligned}$ | Cospantent |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (at) | (6) | (f) | ( ${ }_{\text {(1) }}^{5}$ | ${ }^{(104}$ | 琞 |
| 25,............ | -3.3410 | 0.00099 | -0.00262 | 1.9929 | 1.1399 | 1.3161 |
| 30............ | -2.9062 | 0.00137 | -0.00432 | 1.6824 | 1.1019 | 1.2615 |
| 35............ | -2.5558 | 0.00183 | -0.00556 | \$.4558 | 1.0565 | 1.1989 |
| 40............ | -2.2860 | 0.00242 | -0.00641 | 1.2837 | 1.0138 | 1.1456 |
| 45............. | -2.1048 | 0.00327 | -0.00713 | 1.1534 | 0.9732 | 1.1290 |
| 50............ | -1.9431 | 0.00461 | -0.00790 | 1.0648 | 0.9220 | 1.0890 |
| 55............. | -1.7821 | 0.00666 | -0.00906 | 1.0044 | 0.8577 | 1.0267 |

Estimation equation:

$$
l_{f}(n)=a(n)+b(n) S M A M_{f}+c(n) S M A M_{m}+d(n) N W_{m}(n)+e(n)_{f}(2)+f(n) R S W
$$

Table ili. Values of the standard ratio, RSW, indicating the RELATIONSHIP RETWEEN CHILD AND ADULT MORTALITY IN ESTIMATION OF SURVIVORSHIP PROEABLITIES FROM BIRTH ON THE BASIS OF WIDOWhood data. Coale.Demeny model.s

| Conte-Dwny favily of model be in ines (I) | $\underset{N W}{S}=\left(\\|_{2}(20) A_{\rho}(\Omega)\right.$ <br> (2) |
| :---: | :---: |
| North | 0.91932 |
| South | 0.94010 |
| East. | 0.95022 |
| West. | 0.94181 |

## (i) Data required

The following data are required for this method:
(a) the proportions of ever-married male (female) respondents whose first spouses were alive at the time of
the interview, classified by five-year age groups from $n$ to $n+4$. These proportions are denoted by $N W(n)$. See subsection B. 3 (b) (i) for a discussion of the type of raw input data necessary to calculate them;
(b) Proportions single classified by five-year age group and by sex. This information is needed to compute the singulate mean age at marriage, SMAM, for each sex (see annex I);
(c) Information on children ever born and surviving. by sex of child and by five-year age or marriage duration group of mother (the classification by sex is useful but not essential). This information is used to estimate $l(2)$ by using the methods described in chapter III.
(ii) Computational procedure

The steps of the computational procedure are described below.

Step 1: calculation of singulate mean ages at marriage for mates and females. A detailed description of the procedures followed in calculating these parameters is presented in annex I.

Step 2: calculation of reference periods for conditional surwivorship probabilities obrained from information on widowhood status. This step is identical to that presented as step 3 in subsection B. 3 (b) (ii). Therefore, its description is not repeated here.

Step 3: estimation of probability of surviving from birth to age 2. These methods are described in chapter III. Ideally, estimates of the probability of surviving to age 2, l(2), should be obtained for each of the reference periods estimated in step 2. The $l(2)$ estimates are necessary only for the sex of the respondents' spouses. If data on child survivorship are not available by sex, models can be used to approximate acceptable sex differentials.

Step 1: estimation of survivorship probabilities from birth. Estimation of these probabilities, $l(n)$, is carried out by substituting into equation (C.3) the SMAM and $I$ (2) values computed in the previous steps, as well as the proportions not widowed, the selected RSW value from table 114 and the appropriate coefficients taken from tables 112 or 113. It is important to keep in mind that when male adult mortality is being estimated, $l(2)$ values for males must be used, while NW ( $n$ ) should be the proportion of female respondents not widowed. In contrast, when female mortality is being estimated, the respondents are male and values of $l(2)$ for females must be used.

## (iii) $A$ detailed example

The use of this method is illustrated by estimating female probabilities of survival from birth for Bolivia from data on the incidence of widowhood among male respondents. The data used were collected by the National Demographic Survey carried out in Bolivia during 1975. Columns (3) and (4) of table 115 show, respectively, the number of ever-married male respondents with first wife still alive and the number whose first wife was dead, classified by five-year age group. The denominators needed to calculate the proportions of respondents with surviving first wife for each age group
are the sum of these two quantities, thus eliminating cases of non-response from both numerator and denominator; they are shown in column (5) under the heading "ever-married male population". Column (6) shows the required proportions of those not widowed, computed by dividing the entries in column (3) by those in column ( 5 ). For example, $N W_{m}(30)$ is calculated as follows:

$$
N W_{m}(30)=1,088 /(1,088+39)=1,088 / 1,127=0.9654 .
$$

Step 1: calculation of singulate mean ages at marriage for males and females. The values of the singulate mean ages at marriage have already been presented in subsection B. 3 (b) (iii). They are: $S M A M_{m}=25.3$; and $S_{M A M}^{f}=23.2$.

Step 2: calculation of reference periods of conditional survivorship probablities obtained from information on widowhood status. Using equations (B.19) and (B.20), the reference periods for the conditional probabilities of female survival calculated from the proportions of male respondents with first wife alive are estimated. Table 116 shows several intermediate results and the final reference-period estimates both in terms of years before the survey, denoted by $t_{f}(n)$, and in terms of actual dates (decimal equivalents in terms of years). The dates are calculated by subtracting each $t_{f}(n)$ from 1975.6, the reference date of the survey. The West mortality levels consistent with each of the conditional survivorship probabilities are also shown for future reference. No detailed example of the calculation of $t_{f}(n)$ is presented here because such an example has already been given for the case of the estimation of male adult mortality in step 4 in subsection B. 3 (b) (iii).

Step 3: estimation of probability of surviving from birth to age 2 for famales. Since the process of estimating this probability, $l_{f}(2)$, for Bolivian females has already been described in step 3 in subsection C. 2 (d), the reader is referred to that section for a discussion of the procedure for selecting a trend line defining changes in child mortality. In this case, the same trend line is used to estimate the West mortality levels prevalent during the more recent period to which the conditional survivorship

Table 115. Data on widowhood status of males obtajned in Natfonal Demogkaphic Survey, Bolivin. 1975

| $\begin{aligned} & \text { Ape } \\ & \text { (i) } \end{aligned}$ | $\begin{gathered} \text { Agw } \\ \stackrel{\rightharpoonup}{2} \end{gathered}$ | Number of nepoondents |  | Ewr-merried nole mepindion <br> (5) | Preportion sor widued $N W_{m}{ }^{(n)}$ <br> (6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Nor ndebur <br> (3) | $\begin{aligned} & \text { Whowed } \\ & \text { (t) } \end{aligned}$ |  |  |
| 20-24................................. | 20 | 713 | 5 | 718 | 0.9930 |
| 25-29. | 25 | 1208 | 22 | 1230 | 0.9821 |
| 30.34. | 30 | 1088 | 39 | 1127 | 0.9654 |
| 35-39................................... | 35 | 1154 | 54 | 1208 | 0.9553 |
| 40-44.................................. | 40 | 980 | 77 | 1057 | 0.9272 |
| 45-49................................... | 45 | 1000 | 98 | 1098 | 0.9107 |
| S0-54.................................. | 50 | 651 | 92 | 743 | 0.8762 |
| \$5-59.................................. | 55 | 452 | 107 | 559 | 0.8086 |

TAGLE I 16. ESTIMATION OF TIME REFERENCE PHEIODS FOR THE CONDITIONAL SURVIVORSHIP PROBalllities for females, BOLIvia, 1975

| $\begin{aligned} & \text { Ag } \\ & \text { a } \end{aligned}$ | (2) | Lenget of expawe $x_{f}(n)$ (3) |  | Conrection furartion $v^{(n)}$ ( 5 ) | Reforence perion $f^{\prime m}$ ( 6 ) | Ageneme (1) <br> (7) |  | $\begin{gathered} \text { Wert } \\ \text { mornity } \\ \text { Wrwi } \\ \text { (P) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25.......... | 0.9821 | 25.4 | 0.090 | 0.0899 | 1.0 | 1974.6 | 0.9830 | 16.8 |
| 30............. | 0.9654 | 30.4 | 0.090 | 0.0923 | 3.3 | 1972.3 | 0.9622 | 16.6 |
| 35............. | 0.9553 | 35.4 | 0.091 | 0.0898 | 5.6 | 1970.0 | 0.9543 | 38.2 |
| 40............. | 0.9272 | 40.4 | 0.106 | 0.0949 | 7.8 | 1967.8 | 0.9253 | 17.5 |
| 45............ | 0.9107 | 45.4 | 0.143 | 0.1259 | 9.7 | 1965.9 | 0.9132 | 18.4 |
| 50............. | 0.8762 | 50.4 | 0.198 | 0.1680 | 11.3 | 1964.3 | 0.8817 | 18.3 |
| \$5............. | 0.8096 | 55.4 | 0.265 | 0.2083 | 12.7 | 1962.9 | 0.8155 | \$7.1 |

* Number of years prior to the survey to which survivorship estimates refer.
probabilities derived from widowhood refer. The estimated levels are shown in column (5) of table 117, and the $I_{f}(2)$ values associated with them are given in column (6).

Step 1: estimation of female surviworship probabilities from birth. Using the coefficients given in table 113, the estimates of female survivorship probabilities from birth, $I_{( }(n)$, are calculated by substituting the values of SMAM obtained in step 1 , the $l_{f}(2)$ values obtained in step 3, the values of $N W_{m}(n)$ and the value of RSW corresponding to the West standard (female level 16) in equation (C.3). The value of $R S W$ is taken from table 114 and is equal to 0.94181 . As an example, $l_{f}(35)$ is calculated below:

$$
\begin{aligned}
I_{f}(35)= & -2.5558+0.00183(23.2)-0.00556(25.3) \\
& +1.4558(0.9553)+1.0565(0.8071) \\
& +1.1989(0.94181) \\
= & 0.7186 .
\end{aligned}
$$

Column (7) of table 117 shows the complete set of $I(n)$ estimates and column (8) shows the levels they imply in the West family of Coale-Demeny model life tables (obtained by interpolating linearly between the values shown in table 236 in annex VIII).
A comparison of these mortality levels with those presented in table 116 indicates that the estimates of
conditional probabilities of survivorship associated with the latter imply substantially lower mortality (that is, higher levels) than that implied by the $l_{f}(n)$ values obtained by taking into account child mortality. The immediate reason for this difference is that the child mortality estimates employed imply very high mortality (that is, low levels); and hence, their use in the calculation of $I_{f}(n)$ reduces the mortality levels associated with the latter. As in the case of the data on orphanhood, the existence of such differences implies one or more of three possibilities: that the West model does not adequately represent the age pattern of mortality in Bolivia, that child mortality is overestimated or that male respondents overreport the survivorship of their first wives. Although the evidence presented here does not permit us to establish which of these mechanisms is in operation, a more comprehensive analysis of Bolivian data indicates that the information on male widowhood severely underestimates mortality. The weakness of the widowhood data in this particular case is also suggested by the fact that the mortality levels associated both with the conditional survivorship probabilities and with those estimated from birth (columns (9) and (8) of tables 116 and 117, respectively) fail to increase as age of respondent decreases (that is, as one moves towards the present in terms of reference dates). Taken at face value, these estimates would imply that female adult mortality in Bolivia has increased through time. The small likelihood of such an event immediately makes their accuracy questionable, but it is the comparison between

TAELE JI7. ESTIMATION OF FEMALE SURVIVORSHIP FROM IIRTH USING DATA ON MALE WIDOWHOOD STATUS, BOLIVIA, 1975

| $\begin{aligned} & \text { Aef } \\ & \text { (i) } \\ & \hline \end{aligned}$ | $\begin{aligned} & x \\ & \text { (i) } \end{aligned}$ | $\begin{aligned} & \text { Moporlen } \\ & \text { Mownow } \\ & \text { (3) } \\ & \hline \end{aligned}$ | Apforence <br> (4) | $\begin{aligned} & \text { Wars tevel } \\ & \text { for if }{ }^{21} \\ & \text { (5) } \end{aligned}$ |  | Rmast Nendrortif from birif $f(n)$ (7) | Wher knol <br> (a) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25-29........ | 25 | 0.9821 | 1974.6 | 11.2 | 0.8167 | 0.7434 | 12.8 |
| $30.34 . . . . .$. | 30 | 0.9654 | 1972.3 | 30.9 | 0.8110 | 0.7222 | 13.0 |
| 35-39 ........ | 35 | 0.9553 | 1970.0 | 10.7 | 0.8071 | 0.7186 | 13.7 |
| 40-44........ | 40 | 0.9272 | 1967.8 | 10.4 | 0.8012 | 0.6894 | 13.7 |
| 45-49........ | 45 | 0.9107 | \$965.9 | 10.2 | 0.7973 | 0.6803 | 14.3 |
| 50-54 ....... | 50 | 0.8762 | 1964.3 | 10.0 | 0.7934 | 0.6541 | 14.4 |
| 55-59........ | 55 | 0.8086 | 1962.9 | 9.9 | 0.7913 | 0.6010 | 14.1 |

these levels and those implied by the estimates of child mortality that best illustrates the inconsistencies in the data. Hence, the Bolivian case is a good example of how the application of a variety of estimation methods allows the assessment of data quality.

## (c) Widowhood data classified by duration of marriage

When the proportion of ever-married respondents whose first spouse is alive is tabulated by sex and by the time elapsed since their first union or marriage (in the broadest sense of this term) the estimation of $l(n)$ becomes somewhat simpler since the period of exposure to the risk of dying is directly known and does not need to be estimated from information on age. This simplification allows the set of independent variables used as predictors of $l(n)$ in equation (C.3) to be reduced. Thus, when male mortality is to be estimated from the proportion of females not widowed whose first marriage took place between $k$ and $k+4$ years ago, denoted by $N W_{f}(k)$, the equivalent of equation (C.3) becomes

$$
\begin{gather*}
l_{m}(n)=a(n)+b(n) I_{m}(2)+c(n) N W_{f}(n-20) \\
+d(n) S M A M_{m} \tag{C.4}
\end{gather*}
$$

where $I_{m}$ (2) is the probability of surviving from birth to exact age 2 years among males; SMAM $_{m}$ is the male singulate mean age at marriage; and $N W_{f}(n-20)$ is the proportion of female respondents whose first marriages occurred between $n-20$ and $n-16$ years before the interview and whose first husbands were still alive at the time of the interview. The equation to be used to estimate female mortality is

$$
\begin{gather*}
I_{f}(n)=a(n)+b(n) I_{f}(2)+c(n) N W_{m}(n-20)+ \\
d(n) S M A M_{f} \tag{C.5}
\end{gather*}
$$

where $S M A M_{f}$ is the female singulate mean age at marriage; $N W_{m}(n-20)$ is now the proportion of male respondents whose first wives were alive at the time of the interview and whose first marriages occurred between $n-20$ and $n-16$ years before the interview; and $l_{f}(2)$ is the probability of surviving from birth to age 2 for females.

In both cases, $a(n), b(n), c(n)$ and $d(n)$ stand for the values of coefficients obtained by using least-squares regression to fit equations (C.4) and (C.5) to simulated cases. Their values are listed in tables 118 and 119. Table 118 refers to male mortality and the values listed in it should be used in conjunction with equation (C.4), while table 119 refers to female mortality and its values should be used with equation (C.5).

Even though this method is simpler, from a theoretical standpoint, than that using data on widowhood status classified by age, it may, in practice, produce poorer results than the latter method in countries where a sizeable proportion of the ever-married population live in consensual unions rather than in formal marriages because, in this case, it may be difficult for many respondents to establish unambiguously the date on which their first union began. In particular, members of relatively unstable unions may have a tendency to report the survival of the current partner rather than that of the first, a phenomenon that would reduce artificially the observed proportions widowed.

A problem that the duration-based method shares

TARLE 118. COEFFICIENTS FOR ESTIMATION OF MALE SURVIVORSHIP FROM BIRTH FROM PROPORTIONS OF WOMEN WITH SURVIVING FIRST GUSBAND, CLASSIFIED BY DURATION OF FIRST MARRIAGE

| $\begin{aligned} & A \\ & i \\ & \text { (I) } \end{aligned}$ | Duration (2) | Coeficients |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (6) | $\begin{aligned} & \phi(0) \\ & (4) \\ & \hline \end{aligned}$ | $\begin{gathered} (n) \\ (s) \\ \hline \end{gathered}$ | (4) <br> (6) |
| 20............. | 0.4 | -3.4875 | 0.9607 | 3.4884 | 0.06077 |
| 25............ | 5.9 | -1.5427 | 0.9387 | 1.5458 | 0.00131 |
| 30............. | 10-14 | -1.1558 | 0.9165 | 1.1521 | 0.00224 |
| 35............. | 15.19 | -0.9867 | 0.8942 | 0.9703 | 0.00346 |
| 40............. | 20.24 | -0.8978 | 0.8703 | 0.8638 | 0.00499 |
| Estimation equation:$I_{m}(n)=a(n)+b(n) I_{m}(2)+c(n) N W_{f}(n-20)+d(n) S M A M_{m}$ |  |  |  |  |  |
|  |  |  |  |  |  |  |

TABLE 119. COEFFICIENTS FOR ESTIMATION OF FEMALE SURVIVORSHIP FROM BIRTH FROM PROPORTIONS OF MEN WITH SURVIVING FTRST WIFE, CLASSIFIED BY DULATION OF FIRST MARRIAGE

| $\begin{aligned} & \text { Ak } \\ & i, \\ & i) \end{aligned}$ |  | Cosficioms |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (1) ${ }^{(1)}$ | (brn) | (f) | ${ }^{(4)}$ |
| 20............ | $0-4$ | -4.0224 | 0.9386 | 4.0102 | 0.00263 |
| 25............ | 5-9 | -1.6857 | 0.9083 | 1.7107 | 0.00189 |
| 30............. | 10.14 | -1.2271 | 0.8801 | 1.2701 | 0.00203 |
| 35............. | 15-19 | -1.0284 | 0.8519 | 1.0780 | 0.00277 |
| 40............. | 20-24 | -0.9168 | 0.8212 | 0.9675 | 0.00392 |
| Estimation equation:$I_{f}(n)=a(n)+b(n) I_{f}(2)+c(n) N W_{m}(n-20)+d(n) S M A M_{f}$ |  |  |  |  |  |

with that based on data classified by age is that the coefficients presented in tables 118 and 119 were derived from cases simulated under the assumption of constant mortality. When mortality has been changing, the estimates of survivorship derived exclusively from the proportions of respondents with first spouse alive will, in general, refer to different time periods. As discussed in subsection C. 3 (a), estimates of $l(2)$ for the same reference periods as the conditional survivorship probabilities that may be estimated from the proportions with surviving first spouse should be used in equations (C.4) and (C.5)

With respect to the reference period of the estimates derived from widowhood information, the duration version of these estimation methods has an advantage over the age version when widowhood data classified by duration of first marriage are available from two surveys five or 10 years apart. In this case, proportions not widowed for a hypothetical intersurvey marriage cohort can be constructed following the procedure described for orphanhood data in subsection B. 2 (d), and $I(n)$ estimates referring specifically to the intersurvey period can be obtained directly from equations (C.4) and (C.5) by using as input estimates of $l(2)$ obtained either for another hypothetical intersurvey cohort (see chapter III, section D) or from the second survey and referring roughly to the intersurvey period, and the values of $S M A M$, referring also to the intersurvey period. A hypothetical-cohort approach to the calculation of $S M A M$ is feasible, as is shown in annex I, although, unless nuptiality patterns are changing very rapidly, the use of the SMAM estimates obtained from either survey or of the average of both should be acceptable.
(i) Data required

In order to estimate male (female) survivorship probabilities, the following data are needed:
(a) Estimates of $1(2)$, the probability of surviving from birth to age 2 for males (females), for different time periods. These estimates are usually obtained from information on children ever born and surviving by using the methods described in chapter III;
(b) The singulate mean age at marriage for males (females). Refer to annex I for a description of how to calculate this parameter;
(c) The proportion of female (male) ever-married respondents whose first spouses were alive at the time of the interview, classified by duration of marriage (strictly speaking, classification should be according to the time elapsed since their first union). See subsection B. 3 (c) (i) for a discussion of the possible types of data from which these proportions may be calculated.
(ii) Computational procedure

The steps of the computational procedure are described below.

Step 1: calculation of singulate mean age at marriage for spouses of nespondents. Refer to annex I for a detailed description of the procedure to be followed in calculating this parameter.

Step 2: calculation of reference periods of conditional
survivorship probabilities obtained from information on widowhood status. This step is identical to that presented as step 4 in subsection B. 3 (c) (ii). Therefore, its description is not repeated here.

Step 3: estimation of probability of surviving to age 2 for sex of the spouses of respondents. Reference should be made to the methods described in chapter III. Ideally, these probabilities, denoted by $l(2)$, should be obtained for each of the reference periods estimated in step 2. These estimated probabilities are required only for the sex of the respondents' spouses. When data on child mortality by sex are not available, models can be used to approximate adequate sex differentials.

Step. 4: estimation of survivorship probabilities from birth Estimation of survivorship probabilities, $l(n)$, is carried out by substituting in equation (C.4) or (C.5), depending upon the sex of respondents, the SMAM and. $l(2)$ values obtained in previous steps, the observed proportions of respondents with first spouse alive, $N W(n)$, and the appropriate coefficients. It is important to match the proportions $N W(n)$ determining a survivorship estimate for a certain period with the $1(2)$ value referring to the same period.

## (iii) A detailed example

As an example of the estimation of adult mortality using information on the proportion of respondents whose first spouse was alive at the time of the interview, classified by duration of marriage, the case of Panama is again used. In this case, the question on widowhood was asked of both men and women during the Demographic Survey in 1976. The answers obtained were tabulated by duration of first union and have already been presented for male respondents in table 104. The number of respondents of known duration who do not know whether their first wife is alive or dead is, in most instances, rather small; and they are excluded from both numerator and denominator in calculating the proportions not widowed. As mentioned in subsection B. 3 (c) (iii), however, these data contain a substantial number of cases of unknown marital duration. The problem posed by these cases of unknown duration cannot be dealt with so easily, and the reader is referred to the discussion in subsection B. 3 (c) (iii). In this example, the proportions of male respondents whose first wives were alive at the time of the interview, shown in column (3) of table 120, have been calculated, excluding the cases of unknown duration entirely.

The computational procedure entails the following steps.

Step 1: calculation of singulate mean age at marriage for females. According to the survey in 1976, the singulate mean age at marriage for females was 21.95 years (see annex I).

Step 2: calculation of reference periods of female surwivorship probabilities obtained from infomation on widowhood status. This step was carried out in detail in subsection B. 3 (c) (iii) (step 4), so only the results obtained are quoted here. Column (4) of table 120 shows the reference dates associated with the conditional survivorship

TABLE 120. Estimation of female survivorship probaillities from hath using data on witowhood status of male resfondents. CLASSIFIED BY dURATION OF Marriage, Panama, 1976

| Dration ( (i) | $\begin{aligned} & \text { A末 } \\ & \text { (2) } \\ & \hline \end{aligned}$ |  | Refynume <br> (4) | $\begin{aligned} & W a r t h o l \\ & f(f) f(2) \end{aligned}$ <br> (5) |  |  | $\operatorname{wox}_{x}=1 \lim _{f}(x)$ (0) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 04................................... | 20 | 0.9970 | 1975.6 | 20.7 | 0.9621 | 0.9365 | 20.2 |
| 5-9................................... | 25 | 0.9895 | 1973.3 | 20.1 | 0.9551 | 0.9160 | 19.6 |
| 10-14 ................................. | 30 | 0.9794 | 1971.1 | 19.5 | 0.9477 | 0.8955 | 19.2 |
| \$5.19 .................................. | 35 | 0.9658 | 1968.9 | 18.9 | 0.9401 | 0.8744 | 18.9 |
| 20-24 ................................ | 40 | 0.9428 | 1967.0 | 18.5 | 0.9348 | 0.8491 | 18.6 |

probabilities, derived from widowhood information classified by duration of marriage. These dates have been copied from table 106 and indicate the periods for which estimates of female child mortality are needed.

Step 3: estimation of probability of surviving to age 2 for femates. In chapter III, two detailed examples using data from the Demographic Survey of Panama in 1976 were presented, one based on data classified by age of mother (subsection B.3) and the other based on data classified by marriage duration (subsection C.3). The estimates yielded by each set are not identical, so a choice has to be made between them. The estimates derived from duration data exhibit, in terms of West mortality levels, a fairly linear trend with respect to time (if the estimate associated with duration group $0-4$ is disregarded), and they have the relative advantage of being obtained from the same type of data (classified by duration) as the adult survivorship estimates considered here. Hence, any errors present in one set may be expected to be similar to those present in the other and it may therefore be easier $t o$ detect them.

Table 121 shows the West mortality levels consistent with the child mortality estimates derived in chapter III, subsection C.3, together with their reference dates. A graph of these levels against time shows that the values from the second to the fifth follow an acceptably linear trend. Hence, the line defined by the second and fifth values can be used to estimate the levels prevalent during the reference dates of the estimates of survivorship derived from widowhood data (shown in column (4) of table 120). The trend line fitted to the estimated child mortality levels has as its slope:

$$
(20.0-18.1) /(1973.0-1965.6)=0.257
$$

Hence, the level corresponding to 1971.1, for example, is

$$
18.1+0.257(1971.1-1965.6)=19.5
$$

All other mortality levels shown in column (5) of table 120 are obtained in a similar way; and by interpolation between the $l(2)$ values listed in table 236 in ainex VIII, one can obrain the $I_{f}(2)$ estimates required as input for equation (C.5). The full set of $l_{f}(2)$ estimates is shown in column (6) of table 120.

Talele 121. West mokrality levels mplited oy the estimates of CHILD MORTALITY ORTANED FROM DATA CLASSIFIEG OY DURATION OF mailiage, Panaika, 1976

| $\begin{aligned} & \text { Dunven } \\ & \text { sity } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { nowner } \\ & \text { (a) } \end{aligned}$ |  |
| :---: | :---: | :---: |
| $0-4$ | 1975.3 | 21.3 |
| 5-9................................... | 1973.0 | 20.0 |
| 10-14................................. | 1970.6 | 19.7 |
| 15-19 ................................. | 1968.3 | 18.9 |
| 20-24 .................................. | 1965.6 | 18.1 |

Step 4: Estimation of survivorship probabilities from birth for females. The estimation equation to be used in the case of male respondents is (C.5) with $S M A M_{f}=21.95$, the $l_{f}(\mathbf{2})$ values obtained from column (6) of table 120 , the $N W_{m}(n-20)$ proportions from column (3) of the same table; and $a(n), b(n), c(n)$ and $d(n)$ from table 119. The use of equation (C.5) is straightforward. Final results are shown in column (7) of table 120. The consistency of the estimates in terms of equivalent mortality levels is impressive, but it should be mentioned that each estimate is, to a large extent, determined by the $l_{f}(2)$ value used as input, a fact that greatly reduces their range of variation. On the other hand, the influence of $I_{f}(2)$ is lowest on the mortality estimates for the longer duration groups, for which the mortality estimates are most similar in terms of implied level to those derived from child survival, so the consistency observed cannot be dismissed.

# ESTIMATION OF ADULT MORTALITY FROM INFORMATION ON THE DISTRIBUTION OF DEATHS BY AGE 

## A. BACKGROUND OF METHOD

## 1. Use of information on deaths by age and sex

The straightforward way of calculating mortality rates is by using the information on deaths by age produced by a vital registration system. However, even though many countries possess such a system of registration it is often the case that not all the deaths are registered. As a result, the death rate implied by the reported deaths is usually an underestimate of the true death rate prevalent in the population in question, and some method of adjustment is required to transform the reported death rate into a better estimate of true mortality conditions. Of course, the same statements apply to the calculation of age-specific death rates; if a life table is calculated in the ordinary manner, and if deaths are underreported, the survival function, $l(x)$, will fall 100 slowly as age increases and estimates of life expectancy will be biased upward.

Over the years, demographers have suggested several methods of adjustment. Two methods were selected for inclusion here: one proposed by Preston and Coale; and the other proposed by Brass. ${ }^{2}$ A third method that essentially compares registered deaths between two censuses with the deaths implied by the census age distributions is presented in chapter IX.
The two methods described in this chapter are based on the assumption that the population being studied is stable (see chapter I, section C). They are both fairly nobust to violations of the assumption of stability, particularly to recent changes in fertility and to gradual changes in mortality. Nevertheless, the methods hold strictly only for stable populations, and it is therefore helpful to recall the main characteristics of such populations. A stable population is one that has been subject to constant fertility and mortality for a long time. A feature of such a population is that the rate of exponential growth is constant at all ages, from which it follows that the same rate of growth must apply to births, deaths, deaths in any particular age group and the population of any age group.

The methods presented are also based on the assump-

[^67]tion that the completeness of reporting of deaths is the same at all ages. That is, it is not assumed that reporting is $\mathbf{1 0 0}$ per cent complete; but if it is, for example, only 80 per cent complete, this figure applies to all age groups. In practice, because childhood and adult deaths are very often underreported to different extents, these methods are used only to estimate adult mortality (robust procedures for estimating childhood mortality are discussed in chapter III). Child mortality estimates obtained from the procedures described in chapter III and age-specific death rates for adults adjusted by the methods described in this chapter may be spliced together in the conventional manner or by using model mortality schedules as described in chapter VI.

## 2. Organization of this chapter

The two methods described in this chapter use information on the age distribution of deaths and that of the population. They both assume that the population is stable and that the degree of completeness of death registration is more or less the same at all ages after childhood (over age 5 or 10). The basic data required may be obtained from a vital registration system (deaths by age) and a census (age distribution of the population), or from surveys, whether retrospective or prospective in nature. In all cases, it is important to make sure that the deaths refer to the population whose age distribution is being used in the analysis. To aid the user in selecting the method best suited for a particular application, brief descriptions of the methods presented are given below (table 122 indicates their data requirements and the parameters they estimate):

Section B. Preston and Coole method. An equation is derived from stable-population theory that relates the population of age $x$ to the deaths over age $x$ expanded by a series of factors incorporating the stable growth rate. The ratios of the estimated population of age $x$ derived from deaths over age $x$ to the reported population of age $x$, denoted by $N(x) / N(x)$, indicate the relative completeness of death registration. Although it is necessary to assume a growth rate, $r$, in order to calculate $\hat{N}(x)$, a "best" value of $r$ can be selected as being that which produces the most consistent set of $\hat{N}(x) / N(x)$ ratios for different values of $x$. This method is more robust to departures from stability than the Brass method, but it is more sensitive to certain types of age misreporting;

Section C. Brass growth balance method. In a stable population, the rate of entry into the population aged $x$ and over by reaching age $x$ is equal to the rate of depar-

Table i22. Schematic guide to contents of chapter V

|  | Seciom | Depeofinger dova | Enimand foremedert |
| :---: | :---: | :---: | :---: |
| B. | Preston and Coale Melhod | Deaths in a year classified by fiveyear age group, and by sex <br> Mid-year population classified by five-year age group, and by sex <br> Provisional estimate of the growth rate | Completeness of death-reporting in relation to population coverage <br> Revised estimate of the growth rate <br> Revised estimate of the death rate over age 10 |
| C. | Brass growth balance method | Deaths in a year classified by fiveyear age group and by sex <br> Mid-year population classified by five-year age group and by sex | Completeness of death-reporting in relation to population coverage <br> An estimate of the growth rate Revised estimate of the death rate over age 10 |

ture from the same population segment through death plus the stable population growth rate, which is the same for all values of $\boldsymbol{x}$. This method uses this relation to estimate the stable growth rate and the relative completeness of death registration. It is somewhat less vulnerable to age exaggeration than the Preston and Coale method, but it is more sensitive to the effects of destabilization resulting from a rapid mortality decline.

## B. Preston and Coale method

## 1. Baxis of method and its rationale

In any population, the number of persons in a particular age group, say $25-29$, at a particular time $t$ will be equal to the total number of deaths to those persons from time $t$, when its members are 25-29, until the last survivor has died. If only $\mathbf{5 0}$ per cent of the deaths occurring every year are registered, then the ratio of the total number of deaths reported to the actual population will be 0.5 , the value of the completeness of registration. The Preston-Coale procedure is based on this simple idea. Of course, in the example given above, one would have to wait a long time to obtain an estimate of the completeness of registration. However, if the number of deaths that will occur after time $t$ can be estimated from the number of deaths reported for a particular year or calendar period, the comparison of the reported number of persons in a particular age group with the estimated total number of future deaths to the age group should provide an estimate of the completeness with which deaths are registered. In a stable population, there is a precise relationship between the numbers of current deaths and the numbers of persons in the population. The persons now aged $x$, to whom deaths are currently occuring, are the survivors of births $x$ years ago, which, by the properties of stable populations, must have been smaller in number than current births by a factor of $\exp (-r x)$. Hence, the number of deaths that will occur to the current number of births when they are aged $x$ will be larger than the current number of deaths to persons aged $x$ by a factor of $\exp (x x)$.
It follows that the number of deaths that will be experienced by persons currently aged $x$ (theoretically equal to the number of such persons) can be estimated
from the current number of deaths recorded at each age above $x$. Specifically, if $N(x)$ is the number of persons at age $x$ in a stable population with growth rate $r$, and $D(x)$ is the number of deaths at age $x$, then an estimate of $N(x), \hat{N}(x)$ can be expressed as

$$
\begin{equation*}
\hat{N}(x)=\sum_{a=x}^{\omega} D(a) \exp (r(a-x)) . \tag{B.1}
\end{equation*}
$$

If the population is genuinely stable, the rate of growth correctly specified, and deaths and population accurately reported, then $\hat{N}(x)$ will equal $\hat{N}(x)$. If, however, deaths are underreported by some fixed proportion (say, 20 per cent), $\hat{N}(x) / N(x)$ will be less than 1.0 -in this instance, 0.8. Since $\hat{N}(x)$ is an estimate of the population at exact age $x$, it cannot be compared directly to the reported population, which is normally tabulated by five-year age group. One can estimate $N(x)$ as $\left(5 N_{x-5}+{ }_{s} N_{x}\right) / 10$, where ${ }_{n} N_{x}$ is the reported population between ages $x$ and $x+n$; or, alternatively, $s N_{x}$ can be estimated as $2.5(\hat{N}(x)+\hat{N}(x+5))$.
Thus, the ratio of $\hat{N}(x)$ to $N(x)$ is an estimate of the completeness of death registration in relation to population enumeration, but it would be unwise to estimate completeness from a single ratio $\hat{N}(x) / N(x)$ or ${ }_{s} \hat{N}_{x} / s N_{x}$, since the number of persons reported at a particular age (even if determined as the average of the number over an interval centred on $x$ ) is subject to overstatement or understatement because of agemisreporting, or because of differential omission of persons in a particular span of ages. A better estimate of the completeness of death registration in relation to population enumeration can be obtained from erratic $\hat{N}(x) / N(x)$ ratios by considering some type of representative value of individual ratios over an extensive range of ages. For example, the median can be used, or the ratio of the sum of estimates of $g_{N_{x}}$ over an extensive range of ages to ${ }_{s} N_{x}$ over the same range. The obvious possibility is the ratio

$$
\begin{equation*}
C=\sum_{x=0}^{\infty} s N_{x} / \sum_{x=0}^{\omega} s N_{x} . \tag{B.2}
\end{equation*}
$$

which is a comparison of the total population estimated
from the number of deaths to the total enumerated population. However, this possibility is not necessarily the best because estimates of $\hat{N}(0)$ and ${ }_{5} \hat{N}_{0}$ are based in part on the reported numbers of infant and child deaths, which usually constitute a large proportion of the total number of deaths and are often subject to a completeness of registration quite different from that of deaths at older ages.
Another problem arising in the estimation of $\hat{N}(x)$ is the determination of the population estimated from reported deaths at the upper ages. At the upper end of the age range, there is always an "open interval", in which the number of deaths and the number of persons are tabulated in an undivided age category, such as $90+, 85+, 80+$ or $75+$. If the lower boundary of the open interval is denoted by $A$, the estimation of $\hat{N}(A)$ and of $\hat{N}(A+)$ from $D(A+)$ and the rate of growth requires special procedures because the distribution of deaths within the open interval is not available. It can be proved that the estimation of $\hat{N}(A)$ is less sensitive to uncertainties about the distribution of deaths in the open interval than is the estimation of $\hat{N}(A+)$.

Because of the special difficulties involved in estimating the values of $N$ in early childhood and in the open interval, a practical option to obtain the least erratic values of the ratios of estimated to reported population is to divide the sum of the estimated ${ }_{5} N_{x}$ values over certain ranges of age $x$ (from age 5 up to age $A-5$, five years before the beginning of the open interval) by the sum of the reported ${ }_{5} N_{x}$ values over the same range.

It is therefore suggested that two sets of estimates be considered in assessing the completeness with which deaths are recorded in relation to the population-the sequence of $10 \hat{N}(x) /{ }_{10} N_{x}$, and the sequence of $\hat{N}(x$ to $A) / N(x$ to $A)$ ratios for different values of $x$. In an ideal situation of accurately reported age, a genuinely stable age distribution of known growth rate, and the same completeness of registration of deaths at different ages, both sequences of ratios would be constant with respect to age and both would yield the same fixed estimate of completeness. In actuality (as stated earlier), the first set of estimates is erratic because of misreporting of age in the population or because of differential completeness of enumeration. In addition, it is frequently the case that the estimates both of $\hat{N}(x)$ and of $\hat{N}(x$ to $A$ ) are affected by violations of the assumptions upon which the method is based. It turns out, however, that the most typical violations of the assumptions produce characteristic deviations from the expected horizontal plot of the $\hat{N} / N$ sequence, deviations that are fairly distinctive and therefore, in certain circumstances, interpretable. In order to examine such effects, the estimation method proposed was applied to data from a true stable population with a growth rate of 0.025 , which have been artifcially distorted. The conclusions reached from these experiments are summarized below.
(a) Incorrect choice of growth rate. In panel A of figure 11, plots of $\hat{N} / N$ are shown for the correct choice of the growth rate, $r$ (0.025), and for values that are too high or too low. It can be seen that if $r$ is too high, the
sequence of $N / N$ falls with age; the opposite occurs if the value of $r$ is too low;
(b) Upward displacement of age at death. Very often the age of older persons is displaced upward, perhaps because social status is enhanced by advanced age. Typically, reported ages at death are displaced upward to a greater extent than the reported ages of the living. A common situation in which age at death is exaggerated in relation to the age of the living produces the rising sequence of $\hat{N} / N$ ratios shown in panel B of figure 11. Overstatement of age at death increases the estimate of $\hat{N}(x)$ in two ways. Recall that $\hat{N}(x)$ is the sum of the products of deaths over age $x$ and exponen-

Figure 11. Illustration of the effects of deviations trom the assyump. tions on the plot of estimated to reported popalation ratios, $\hat{N} / \boldsymbol{N}$, for model cases
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tial terms $\exp (r(a-x))$ (equation (B.1). Overstatement of age at death in the form of a transfer of reported deaths from under to over age $x$ increases $\hat{N}(x)$ by simple exaggeration of the relative number of deaths over age $x$. Moreover, overstatement of age at death confined within the span of ages over $x$ (that is, with no transfer from under $x$ to over $x$ ) also increases $\hat{N}(x)$ for the following reason. When the sum

$$
\sum_{a=x}^{\omega} D(a) \exp (r(a-x))
$$

that determines $\hat{N}(x)$ is calculated, a transfer of deaths from lower to higher ages within the span over $x$ results in multiplication of the transferred deaths by a larger than warranted exponential factor.

The first or direct effect of an upward transfer of deaths across some age boundary $\boldsymbol{x}$ is substantially greater than the second or indirect effect of age exaggeration above $x$, resulting in too old an age distribution of deaths over age $x$, though the indirect effect continues to distort the results for all values of $x$. The size of the indirect effect declines as $\boldsymbol{x}$ decreases, however, so that by age 10 it will be only about half as large as at age 70, say, if net upward transfers occur only over ages 75 , 80 and 85 . The overall effect, therefore, of exaggeration of age at death on the plot of $\hat{N}(x) / N(x)$ is likely to be an imperceptible upward trend with $x$ up to the age at which exaggeration begins, followed by a sharp upward kink reflecting the direct effects of exaggeration. The values of the points up to the kink should not be severely distorted, unless exaggeration of age at death begins at fairly young ages;
(c) Departures from stability. If fertility has recently declined or if there was a birth deficit at some time in the past that created a small cohort in the population, the age distribution would not in fact be stable. The match between the true number of persons at age $x$ and the number constructed from the number of deaths, even if deaths were completely reported, would be impaired. Specifically, small cohorts caused by low fertility either at the younger ages because of a recent decline, or for another cohort because of the effect of a war, would be reflected in high values of $\hat{N}(x) / N(x)$ for these age intervals. However, if the estimate of completeness of registration of adult deaths is derived by analysing deaths and population only over age 15 or 20 , a deviation from stability caused by recent changes in fertility will have no effect on the results. A more frequent situation in contemporary populations in developing countries is a decline in mortality that has occurred over the past 20 or 30 years. A history of declining mortality causes a departure from the stable age distribution, but usually a rather limited departure. The sequence of ratios of $N / N$ produced in a typical population in which mortality has been declining is shown in panel C of figure 11. The sequence of $\hat{N}(x) / N(x)$ rises and then falls, while that of $\hat{N}(x$ to $A) / N(x$ to $A)$ falls slowly at first and then more rapidly. The actual pattern depends upon the particular trend followed by the mortality
decline and the time period during which the decline has taken place, but an inverted U pattern is fairly typical.

In any real population, of course, misstatement of reported age by the population will tend to produce a zigzag pattern in the sequence of the $\hat{N}(x) / N(x)$ ratios. Such distortions are lessened when the cumulated version of these ratios, $\hat{N}(x$ to $A) / N(x$ to $A)$, is considered, that is, when the estimated population whose age ranges from $x$ to the lower limit of the open interval is compared with the number of persons in the enumerated population over the same age interval from $x$ to $A$. Unfortunately, it is not always easy to distinguish between the effects of the different violations of the underlying assumptions.
Both overstatement of age at death and choice of a growth rate that is 100 small cause a rising sequence of $\tilde{N}(x) / N(x)$. However, too small a value of $r$ causes the sequence to rise linearly at all ages; while overstatement of age at death, concentrated as it often is at the highest ages, causes an upward bend at the first age at which a systematic upward transfer of reported age at death occurs. If the chosen $r$ is too small, one simply tries a larger value. If $\hat{N}(x) / N(x)$ rises monotonically only over age 75, for example, overstatement of age at death is the likely cause. An estimate can be made of the extent to which the number of reported deaths above each age has been increased by age overstatement, and a rough correction can be made by reassigning the excess reported deaths to the next lower age interval. The $\hat{N}(x) / N(x)$ ratios can then be recalculated. Usually this correction only slightly reduces the $\hat{N}(x) / N(x)$ ratios at younger ages. An alternative to redistribution may be the selection of a lower beginning age for the open interval, so that age overstatement is largely confined to that interval.
A more intractable problem is to distinguish a declining set of $\hat{N}(x) / N(x)$ ratios that is associated with a population that has a history of declining mortality from that produced when the growth rate used is too high. Moreover, adjusting the estimates by assigning a smaller value to the rate of growth would lower the estimate of completeness; yet, the estimate derived from the population with a history of declining mortality may already be too low. When faced with a declining sequence of $\hat{N}(x) / N(x)$, one must therefore decide on other grounds whether the population in question has recently experienced extensive declines in mortality. If such a decline has occurred, the median of the ratios of cumulated populations with beginning ages from 10 to 35 or from 10 to 45 can be accepted as an estimate of completeness. On the other hand, if a prolonged and substantial decline in mortality appears unlikely, a lower value of the rate of increase can be employed to produce a more level sequence of $\hat{N}(x) / N(x)$ ratios.

Unfortunately, the generally optimistic tone of this discussion of the diagnostic value of the $\hat{N}(x) / N(x)$ sequence is not invariably justified in practice. Erors are not always as orderly as one would wish, and combinations of different types of errors can give rise to patterns in the $\hat{N}(x) / N(x)$ ratios that cannot be interpreted
according to the simple rules presented above. Hence, it will not always be possible to obtain one single, unambiguous estimate of completeness, though by the judicious use of different growth rates and open intervals, it should at least be possible to obtain some idea of the range within which the true figure lies.

## 2. Data required

The following data are required for this method:
(a) The deaths occurring in a specific time period, normally in a given year (but the average over a twoyear or a five-year period may be used as well), classified by age. Five-year age groups are adequate. It is useful, though not essential, to classify by sex;
(b) The population by age group (and sex) corresponding to the mid-period for which deaths are given;
(c) An estimate of the growth rate during the period. One need not have a precise estimate, since an incorrect choice of $r$ should be evident in a diagnostic plot of $\hat{N}(x) / N(x)$. Indeed, the final choice of $r$ may be determined by that value which produces the most level trend over the central age groups.

## 3. Computational procedure

The steps of the computational procedure are described below.

Step 1: estimation of growth rate. Since the method is applied only to adults, the provisional estimate of the growth rate could be obtained as the intercensal rate of growth of the population over age 10 or 15 . However, a better estimate can usually be found by taking the median of the growth rates of the population over ages $10,15,20, \ldots, 60$. If censuses are taken at times $t_{1}$ and $t_{2}$, and the population in question at time $t_{1}$ is $N_{1}$ and at time $t_{2}$ is $N_{2}$, then the growth rate is calculated as $r=\ln \left(N_{1} / N_{2}\right) /\left(t_{1}-t_{2}\right)$. If it is not possible to calculate intercensal growth rates, then an iterative procedure that would begin with a reasonable value of $r$ and modify it until the sequence of $\hat{N}(x) / N(x)$ is as close to being horizontal as possible would be necessary.

Step 2: agjustment of reported population to mid-point of period. Strictly speaking, when the data on deaths are for a given year, the age distribution of the mid-year population should be used. If a census was taken on or near the middle of the year, its data can be used without adjustment. If the population data refer to the beginning or the end of the year, one possible course of action is to use the average of the data on deaths for the two adjacent years. Another, more general solution is to adjust the population figures so that they conform in time to the death data. The simplest way to accomplish this task is to assume that the population is growing at the growth rate estimated in step 1 . Thus, if $t_{m}$ is the date corresponding to the middle of the period (or year) to which the death data refer and $t_{c}$ is the reference date of the census, the adjusted population values are computed as

$$
{ }_{s} N_{x}^{\alpha d j}={ }_{s} N_{x} \exp \left(r\left(t_{m}-t_{c}\right)\right) .
$$

Note that the values of ${ }_{5} N_{x}$ and $N(x+)$ would all be multiplied by the same adjustment factor $\exp \left(r\left(t_{m}-t_{c}\right)\right)$. Thus, in practice, it is much simpler to apply this method without adjusting the data at this stage, but making sure to adjust the estimated completeness of death registration, $C$, by the factor $\exp \left(-r\left(t_{m}-t_{c}\right)\right)$. Furthermore, if one is interested in adjusted age-specific mortality rates and not in the level of completeness per se, this adjustment is not necessary. When no adjustment is performed, $C$ will be an estimate of completeness of death registration in relation to the size of the unadjusted population, so multiplying the reported deaths by $1.0 / C$ and dividing by the unadjusted population will yield the same estimated mortality rates as those obtained when the population is adjusted as explained above.
Another common situation that requires adjustment of the ${ }_{5} N_{x}$ values arises when the deaths correspond to an intercensal period. In this case, the population figures should be the average of those recorded by the two censuses and the death figures should be the average annual number of deaths.

Step 3: estimation of population from registered deaths. It can be shown that equation (B.1), from which the estimated population at exact age $x, \hat{N}(x)$, is calculated, can be expressed in recursive fashion as $\hat{N}(x)=\hat{N}(x+5) \exp (5 r)+s D_{x} \exp (2.5 r)$. Hence, the calculation of $\hat{N}(x)$ is straightforward, except for the open-ended age interval. In general, since the estimation for this interval requires a certain amount of approximation, it is advisable to use as narrow an open interval as the data permit, taking into consideration the possible effects of age exaggeration.

For each of the five-year age intervals from $x$ to $x+4$, it is assumed that the length of time from $x$ to the midpoint of the interval provides an adequate estimate of the average length of time over which deaths need to be inflated by the stable growth rate. In the case of the open interval (deaths at age $A$ and over), there is no mid-point, so some alternative procedure is required to include these heavily weighted deaths in the analysis. There are two different problems involved, the first being to decide what age $\boldsymbol{A}$ to select as the lower boundary of the open interval, and the second being to estimate the age point at which the deaths in the interval should be assumed to be concentrated in order to apply the correct growth rate adjustment to them.

The first problem is sometimes resolved by the form in which the data are available. If the tabulations of deaths by age stop at age groups $55-59,60-64$ or $65-69$, leaving open-ended intervals beginning at values of $A$ of 60,65 or 70 , respectively, then nothing better can be done than to use the value of $A$ as given. If more age detail is available, the question arises whether to use the $A$ of the basic data or to use a lower value. The advantage of using the highest possible value according to the data tabulations is that the higher the value of $A$, the smaller the approximation made in estimating the age point at which deaths in the open interval are assumed to be acting. The advantage of using a lower value of $A$
is that the age errors in death reporting, which probably increase with age, will be reduced. In general, a value of $A$ of 75 may be adopted except in cases where age reporting is extremely good, when values of 80 or 85 can be used. Age 75 is selected because it offers the most advantageous balance between gains obtained by reducing the effects of age errors at very high ages and losses related to the approximation involved in estimating the weight of the deaths in the open interval.

The second problem, that of estimating the weight for the deaths in the open interval, can be solved by using models. If $A$ is the lower boundary of the open interval, the number of people aged $\boldsymbol{A}$ is given by

$$
\hat{N}(A)=\sum_{x=A}^{\omega} D(x) \exp (r(x-A)),
$$

an expression that cannot be evaluated from the data because the values of $D(x)$ are not available. However, there exists a length of time, $z(A)$, such that

$$
D(A+) \exp (r z(A))=\sum_{x=1}^{\omega} D(x) \exp (r(x-A))
$$

so that the number of people aged $A$ can be calculated from the number of deaths over age $A, D(A+)$, as

$$
\begin{equation*}
\hat{N}(A)=D(A+) \exp (r z(A)) . \tag{B.3}
\end{equation*}
$$

Values of $z(A)$ have been calculated for a range of model cases having different growth rates, mortality levels, mortality patterns and values of $A$. Least-squares regression was used to relate the values of $z(A)$ to two parameters available in any application, namely, the growth rate $r$ and the exponential value of the ratio of deaths over age 45 to deaths over age 10 . The coefficients shown in table 123 make it possible to estimate $z(A)$ for values of $A$ ranging from 45 to 85 for each family of the Coale-Demeny model life tables by using the following equation:

$$
\begin{equation*}
z(A)=a(A)+b(A)+c(A) \exp \left[\frac{D(45+)}{D(10+)}\right] . \tag{B.4}
\end{equation*}
$$

In any particular application, therefore, the value of $z(A)$ may be estimated from the growth rate, $r$, as estimated in step 1 , and the ratio of deaths at age 45 and over to deaths at age 10 and over, a ratio that can be readily calculated from the distribution of reported deaths by age group. The population aged $A$ can then be estimated using equation (B.3). If no indications exist as to which family of life tables should be used, the West family is a satisfactory default.

Once the value of $\hat{N}(A)$ has been calculated from deaths in the open age interval, the remaining calculations are straightforward. One begins with the open interval and continues downward, using the following recursive equations to calculate $N(A-5)$ from $\hat{N}(A), \hat{N}(A-10)$ from $\hat{N}(A-5)$ and so on:

$$
\begin{gather*}
\hat{N}(x)=\hat{N}(x+5) \exp (5 r)+{ }_{s} D_{x} \exp (2.5 r)  \tag{B.5}\\
{ }_{5} \hat{N}_{x}=2.5(\hat{N}(x)+\hat{N}(x+5)) \tag{B.6}
\end{gather*}
$$

where, $D_{x}$ is the number of reported deaths in the interval from $x$ to $x+4$.

Table 123. Coefficientsa for estimation of the age factor for the open interval. z(A). from the ratio of deaths oven age 45 to deaths over aoe 10 and the mopllation orowth mate

| $\begin{aligned} & \text { Regrowar } \\ & \text { Conily } \\ & \text { (II) } \end{aligned}$ | $\begin{aligned} & A_{k}^{\prime} \\ & \hat{2} \end{aligned}$ | cosfinems |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | (A) | $\begin{aligned} & \text { b( }(4) \\ & (6) \end{aligned}$ | (1) ${ }^{(1)}$ |
| North ......... | 45 | -11.42 | 185.2 | 17.02 |
|  | 50 | - 10.63 | 167.2 | 14.99 |
|  | 55 | - 9.78 | 147.8 | 12.96 |
|  | 60 | -8.57 | 126.1 | 10.85 |
|  | 65 | - 6.83 | 101.6 | 8.62 |
|  | 70 | - 4.53 | 74.6 | 6.28 |
|  | 75 | - 1.91 | 47.1 | 3.98 |
|  | 80 | 0.46 | 22.7 | 2.00 |
|  | 85 | 1.82 | 6.4 | 0.67 |
| South ......... | 45 | -15.26 | 183.4 | 18.23 |
|  | 50 | -14.91 | 168.4 | 16.36 |
|  | 55 | -14.22 | 151.2 | 14.38 |
|  | 60 | -12.89 | 130.8 | 12.22 |
|  | 65 | -10.67 | 106.4 | 9.80 |
|  | 70 | - 7.53 | 78.4 | 7.15 |
|  | 75 | - 3.84 | 48.8 | 4.47 |
|  | 80 | $-0.47$ | 22.6 | 2.14 |
|  | 85 | 1.47 | 5.6 | 0.63 |
| East ........... | 45 | -15.87 | 174.3 | 18.06 |
|  | 50 | -15.14 | 158.5 | 16.06 |
|  | 55 | -13.97 | 140.4 | 13.93 |
|  | 60 | --12.10 | 118.8 | 11.60 |
|  | 65 | - 9.43 | 93.9 | 9.05 |
|  | 70 | - 6.07 | 66.5 | 6.38 |
|  | 75 | - 2.52 | 39.3 | 3.81 |
|  | 80 | 0.37 | 16.8 | 1.73 |
|  | 85 | 1.79 | 3.5 | 0.48 |
| West.......... | 45 | -13.43 | 181.4 | 17.57 |
|  | 50 | - 12.49 | 163.6 | 15.49 |
|  | 55 | -11.24 | 143.7 | 13.34 |
|  | 60 | - 9.50 | 121.2 | 11.07 |
|  | 65 | - 7.21 | 96.1 | 8.67 |
|  | 70 | - 4.48 | 69.2 | 6.23 |
|  | 75 | - 1.64 | 42.9 | 3.91 |
|  | 80 | 0.72 | 20.5 | 1.98 |
|  | 85 | 2.03 | 5.9 | 0.70 |

Note: $z(A)$ is the age that satisfies the relationship

$$
D(A+) \exp (r z(A))=\sum_{A^{-}}^{\infty} D(x) \exp (r(x-A))
$$

and it is estimated from the equation

$$
z(A)=a(A)+b(A)+c(A) \exp \left[\frac{D(45+)}{D(10+)}\right]
$$

[^68]Step 4: estimation of completeness of death registration. The completeness of death registration, $C$, may be taken as the average level of the sequence of $N(x) / N(x)$ values, or of the sequence $\hat{N}(x$ to $A) / N(x$ to $A)$. Use of the median or the mean of the values over ages where the latter sequence is approximately flat, say, from age 10 to age 45 , is suggested. If the plot of the $N(x) / N(x)$
ratios shows a generally rising trend with $x$, suggesting that the growth rate used was too low, or a falling trend with $x$, suggesting that the growth rate used was too high, the growth rate should be modified accordingly and the calculations repeated. If some test is required to decide which set of points provides the closest approximation to a horizontal line, the absolute deviations of the points, excluding obvious outliers, from their grand mean (excluding again the obvious outliers) could be summed; and that growth rate giving the minimum sum could be accepted. Another procedure would be to divide the points, again excluding outliers, into two groups of equal size (for instance, points for ages from 10 to 35 and from 40 to 65 ); to calculate the mean value of $\hat{N}(x) / N(x)$ for each group, and to accept the growth rate that minimizes the difference between the two means. If the slope of $\hat{N}(x) / N(x)$ indicates that the growth rate has been misspecified, the following rule of thumb can be used to estimate an adjusted value of $r$. The effect of an estimate of $r$ that incorporates an error $\Delta r$ on $\hat{N}(x)$ is to increase $\hat{N}(x)$ by a multiplier $1+(\Delta r) e_{x}$, where $e_{x}$ is the expectation of life at age. $x$. Given that $e_{x}$ does not vary rapidly with the overall level of mortality for advanced values of $x$, the estimation of $e_{x}$ for particular applications can be avoided while still obtaining a reasonable first approximation to $\Delta r$. If the values of $\hat{N}(x) / N(x)$ for values of $x$ from 20 to 40 and from 40 to 60 are averaged, and the difference between them (a rough indicator of slope) is obtained bysubtracting the $20-40$ average from the $40-60$ average, a first approximation to $\Delta r$ can be found by dividing the result by 14.5. This value of 14.5 is suitable for an $e_{10}$ of about 55 years; if the true value of $e_{10}$ were 45 years, the value of the denominator should be about 12.7, whereas for 65 it should be 18.4 .

Step 5: adjustment of reported death rates for underregistration and calculation of a life table for adults. If the age intervals are, for example, $10-14, \ldots, 75-79,80+$, then adjusted death rates are calculated in a straightforward manner as follows:

$$
\begin{equation*}
s m_{x}^{\alpha j}=\frac{s D_{x}}{C} \cdot \frac{1.0}{s N_{x}} \text { for } x=10, \ldots, 75 \tag{B.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega-80 m_{\mathrm{BO}}^{(d j}=\frac{D(80+)}{C} \cdot \frac{1.0}{N(80+)} \text { for } x=80 . \tag{B.8}
\end{equation*}
$$

Lastly, the $\boldsymbol{m}_{x}^{a d j}$ values are converted into life-table,$q_{x}$ values in the usual manner for the age groups from 1014 to 75-79:

$$
\begin{equation*}
s q_{x}=\frac{(5.0) s m_{x}^{\alpha d j}}{1.0+(2.5) s m_{x}^{\alpha j j}} \tag{B.9}
\end{equation*}
$$

Then, using the relation $l(x+5)=l(x)\left(1.0-s q_{x}\right)$, values of $l(x)$ for ages from 15 to 80 can be determined with a radix $l(10)$ of 1.0 at age 10 . If an estimate of $l(10)$ is available from the procedures described in chapter III, it can be employed directly in calculating the full life
table. However, some irregularities generally will remain in the sequence of adjusted $s m_{x}$ values, because of age-misreporting or other errors; and further adjustment and smoothing, for example, by comparison with mortality models, will be desirable. For further details on these types of adjustments, see chapter VI.

## 4. First detailed example

The case of the female population of El Salvador in 1961 is considered first. The deaths registered in that year, classified by age, are shown in table 124, along with the population enumerated at the time of the 1961 census, with a reference date of 5 May 1961.

Table 124. Female foptilation and deaths dy age, ElSALVADOR, 1961

| (if) |  |  | Enacte Popelation $\cos ^{2}$ Mrit 75 <br> (4) |
| :---: | :---: | :---: | :---: |
| 0. | 6909 | 214089 | 1258060 |
| 5............. | 610 | 190234 | 1043971 |
| 10............. | 214 | 149538 | 853737 |
| 15............ | 266 | 125040 | 704199 |
| 20............. | 291 | 113490 | 579159 |
| 25............. | 271 | 91663 | 465669 |
| 30............. | 315 | 77711 | 374006 |
| 35............. | 349 | 72936 | 296395 |
| 40............. | 338 | 56942 | 223859 |
| 45............. | 357 | 46205 | 166417 |
| 50............. | 385 | 38616 | 120212 |
| 55............ | 387 | 26154 | 81596 |
| 60............ | 647 | 29273 | 55442 |
| 65............. | 449 | 14964 | 26169 |
| 70............. | 504 | 11205 | 11 205 |
| 75............. | $1360{ }^{\text {a }}$ | 16 193a | - . |
| Total | 13652 | 1274253 |  |

* For the open interval $75+$.

Table I25. Intercensal growth rates for females. ELSAEVADOR, 1950-1971

| $\begin{gathered} \text { Age nem } \\ (b) \end{gathered}$ | Interemsaf arowsh nule |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 1950.196 i \\ (2) \end{gathered}$ | $1961-1970$ <br> (3) | $\begin{aligned} & \text { Avense } \\ & \text { (t) } \end{aligned}$ |
| 10+............. | 0.0236 | 0.0330 | 0.0283 |
| 15+............ | 0.0224 | 0.0307 | 0.0266 |
| 20+............ | 0.0232 | 0.0289 | 0.0260 |
| $25+\ldots . . . . . . . .$. | 0.0246 | 0.0287 | 0.0266 |
| 30+............. | 0.0258 | 0.0290 | 0.0274 |
| $35+\ldots . . . . . . . . .$. | 0.0253 | 0.0298 | 0.0276 |
| 40+............. | 0.0266 | 0.0307 | 0.0287 |
| 45+............. | 0.0284 | 0.0309 | 0.0296 |
| 50+............. | 0.0293 | 0.0311 | 0.0302 |
| 55+............. | 0.0351 | 0.0326 | 0.0338 |
| $60+\ldots . . . . . . . . .$. | 0.0366 | 0.0327 | 0.0346 |

Step 1: estimation of growth rate. Censuses were taken in El Salvador in 1950, 1961 and 1971. From the cumulated population figures, $N(x+)$, growth rates for the population over ages $10,15,20, \ldots .60$ were calculated as $r=\ln \left[N_{2}(x+) / N_{1}(x+)\right] /\left(t_{2}-t_{1}\right)$ for each of the two intercensal periods. Results are shown in tabie 125, along with the averages of the two. If the population
were really stable and all data were accurately recorded, then the growth rates would all be the same. Examination of table 125 reveals that they are not, so some choice must be made. The median of the average values (which roughly correspond to the growth rates in 1961) for ages ranging from 20 to $60,0.0287$, was selected. If this choice is a poor one, the diagnostic plot of $\hat{N} / N$ should reveal the error and an improved choice can be made.

Step 2: adjustment of reported population to mid-point of period. The population figures correspond to the census reference date of 5 May, while the deaths are centred on 1 July. Thus, the ${ }_{5} N_{x}$ and $N(x$ to $A)$ values are too small by a tiny fraction. The difference in time between the mid-year and 5 May is 56 days, or 0.1534 of a year. Thus, the adjustment factor that should be applied to the population data is exp $[(0.1534)(0.0287)]=1.0044$. However, as stated before, the population data need not be adjusted at this stage, since it is simpler to adjust the resulting completeness of death registration (see step 4 below).

Step 3: estimation of population from registered deaths. In this case, the open interval is the age group 75 and over, so $A$ is taken equal to 75 . Thus, in order to begin the recursive calculation of $\hat{N}$, an estimate of $2(75)$ is needed.

The rate of growth has been estimated as 0.0287 , and the mortality pattern regarded as suitable is West, so all that is required to estimate $z(75)$ is the ratio of deaths at ages 45 and over to deaths at ages 10 and over. Cumulating from the bottom of column (2) of table 124,

$$
\begin{aligned}
D(45+) & ={ }_{\omega-75} D_{75}+{ }_{9} D_{70}+\cdots+{ }_{s} D_{45} \\
& =1,360+504+\cdots+357=4,089 .
\end{aligned}
$$

The value of $D(10+)$ can be obtained most readily by subtracting deaths under age 10 from all deaths:

$$
\begin{aligned}
D(10+) & =D(0+)-5 D_{0}-5 D_{5} \\
& =13,652-6,909-610=6,133 .
\end{aligned}
$$

The ratio is then calculated:

$$
D(45+) / D(10+)=4,089 / 6,133=0.6667
$$

and its exponential value found:

$$
\exp [D(45+) / D(10+)]=\exp (0.6667)=1.948
$$

Using the coefficients from table 123 in equation (B.4),

$$
\begin{aligned}
z(75) & =a(75)+b(75)(0.0287)+c(75)(1.948) \\
& =-1.64+(42.9)(0.0287)+(3.91)(1.948)=7.21
\end{aligned}
$$

$\hat{N}(75)$ is then obtained by applying equation (B.3):

$$
\begin{aligned}
\hat{N}(75)= & D(75+) \exp [r z(75)]= \\
& (1,360) \exp [(0.0287)(7.21)] \\
= & (1,360)(1.2299)=1,672.9
\end{aligned}
$$

Then $\hat{N}(70)$ is computed using the recursive equation (B.5):

$$
\begin{aligned}
& \hat{N}(70)=\hat{N}(75) \exp (5 r)+{ }_{s} D_{70} \exp (2.5 r) \\
&=(1,672.9) \exp [(5.0)(0.0287)] \\
&+(504) \exp [(2.5)(0.0287)] \\
&=1,931.0+541.5=2,472.5 .
\end{aligned}
$$

Tanle 126. Values of reforted deaths, estimated fopulation for dipferent ages and ratios OF ESTIMATED TO REPORTED POMULAHON, FEMALES, EL SALYADOR, 19\%1

| $\begin{aligned} & \text { 毕 } \\ & \text { it } \end{aligned}$ |  | Erinamienelmion |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\hat{N}(x)$ (3) | $\begin{gathered} \boldsymbol{s}_{x} x_{x} \\ \hline \end{gathered}$ | $\begin{gathered} \hat{N}(x \neq 75) \\ (3) \\ \hline \end{gathered}$ | $\begin{gathered} 5^{N} x^{\prime} N_{x} x \\ (6) \end{gathered}$ | $\hat{N}(x+73) / N(x+7)$ (7) | $\underset{\substack{N(0) \\(0)}}{\substack{0 \\ \hline}}$ |
| 75............. | $1360{ }^{\circ}$ | 1672.9 | - | - | - | - | - . |
| 70................ | 504 | 2472.5 | 10363.5 | 10364 | 0.925 | 0.925 | - |
| 65................ | 449 | 3336.4 | 14522.3 | 24886 | 0.970 | 0.951 | - |
| 60................ | 647 | 4546.4 | 19707.0 | 44593 | 0.673 | 0.804 | - |
| 55................ | 387 | 5663.7 | 25525.3 | 70118 | 0.976 | 0.908 | 0.992 |
| 50................ | 385 | 6951.3 | 31537.5 | 101656 | 0.817 | 0.847 | 0.895 |
| 45................ | 357 | 8407.5 | 38397.0 | 140053 | 0.831 | 0.842 | 0.873 |
| 40................ | 338 | 10068.0 | 46188.8 | 186241 | 0.811 | 0.832 | 0.856 |
| 35................ | 349 | $119 \% .5$ | 55161.3 | 241403 | 0.756 | 0.815 | 0.829 |
| 30................ | 315 | 14186.1 | 65456.5 | 306860 | 0.842 | 0.820 | 0.835 |
| 25................ | 271 | 16666.3 | 77131.0 | 383991 | 0.841 | 0.825 | 0.839 |
| 20................ | 291 | 19550.7 | 90542.5 | 479533 | 0.798 | 0.819 | 0.832 |
| 15................ | 266 | 22853.3 | 106010.0 | 580543 | 0.848 | 0.824 | 0.837 |
| 10................ | 214 | 26609.6 | 123657.3 | 704200 | 0.827 | 0.825 | 0.837 |
| \$................ | 610 | 31371.0 | 144951.5 | 849152 | 0.762 | 0.813 | 0.824 |

- For the open-ended age group 75 and over.

Estimates of $\hat{N}(x)$ for all the required values of $x$ are shown in column (3) of table 126. Next, ${ }_{5} \hat{N}_{70}$ is calculated as

$$
\begin{gathered}
{ }_{5} \hat{N}_{70}=2.5(\hat{N}(75)+\hat{N}(70))=2.5(1,672.9+ \\
2,472.5)=10,363.5
\end{gathered}
$$

and $\hat{N}(x$ to 75$)$ is calculated by cumulation. The complete sets of estimated ${ }_{5} \hat{N}_{x}$ and $\hat{N}(x$ to 75$)$ values are shown in columns (4) and (5) of table 126.

Step 4: estimation of completeness of death registration. Values of ${ }_{5} \hat{N}_{x} / 5 N_{x}$ and $\hat{N}(x$ to 75$) / N(x$ to 75) are shown in columns (6) and (7) of table 126 (the denominators of the ratios are found in columns (3) and (4) of table 124); both sets of values are displayed in figure 12. To illustrate the stability of the ratios $\hat{N}(x$ to $A) / N(x$ to A) with respect to $A$, their values using an open interval of $60+$ are also shown in table 126. Although they are slightly higher than those obtained using as open interval $75+$, the differences observed are small. Because, as figure 12 shows, the sequence of $\hat{N}(x$ to 75$) / N(x$ to 75$)$ ratios is approximately flat over the age range from 5 to 60 , their median, 0.825 , is selected as an unadjusted estimate of $C$, the completeness of death registration. Adjustment of $C$ is necessary to make allowance for the difference existing between the date of enumeration of the population and the mid-year (see step 2). Thus, the adjusted completeness of death registration, $\hat{C}$, is

$$
\hat{C}=0.825 / 1.0044=0.821
$$

Because in this case the difference in the dates mentioned above is relatively small, the difference between the adjusted and unadjusted $C$ is minimal, and for all
practical purposes, adjustment can by bypassed. However, it is important to remember its theoretical necessity in cases where the date difference is large.
Step 5: adjustment of reported death rates. The agespecific mortality rates can be adjusted in the straightforward manner by using equation (B.7) with the unadjusted estimate of C. For example, the adjusted death rate for age group $50-54$ is given by

$$
{ }_{{ }^{2}}{ }^{\text {adj }}=\frac{{ }_{s 0} D_{50}}{C\left({ }_{5} N_{s_{0} 0}\right.}=\frac{385}{(0.825)(38,616)}=0.0121 .
$$

## 5. Second detailed example

The second example, using data from Andra Pradesh State in India, illustrates how sets of $\hat{N} / N$ ratios can be used to estimate the completeness of death registration when the sequence of ratios is more irregular than in the case of El Salvador. The details of the calculations are not presented, however, since they are similar to those of the first example.
Step 1: estimation of growth rate. In Andra Pradesh, the male population aged 10 and over increased from 13,137,000 on 1 March 1961 to $15,806,000$ on 1 April 1971. The intercensal period was thus 10 years and 31 days, or 10.085 years, so the intercensal growth rate of the population aged 10 and over, $r(10+)$, is given by

$$
\begin{aligned}
r(10+) & =[\ln (15.806)-\ln (13.137)] / 10.085 \\
& =0.0183 .
\end{aligned}
$$

Step 2: adjustments to basic data. The basic data (for males) on deaths by age and population by age for 1970 and 1971 come from the Indian Sample Registration

Figure 12. Plot of ratios of estimated to reported female popilation, El Salvider, 1961


Table 127. Aoe distribution of male ropulation, centaal death rates and derived numaers of deaths.
by age grour. Andra Pradesh State. Indat. 1970 and 1971

| 照 | \%\% |  |  | 1971 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mank | $\begin{gathered} \text { Cmown } \\ \substack{\text { mint } \\ \text { (1) }} \end{gathered}$ | $\begin{aligned} & \text { Mmplor } \\ & \text { of } \\ & \text { (1) } \end{aligned}$ |  | $\operatorname{com}_{(6)^{20}}$ |  |  |  |
|  | 1534 | 0.0462 | 70.87 | 1355 | 0.0447 | 60.57 | 131.44 | 2889 |
| $5-9$ | 1388 | 0.0049 | 6.80 | 1416 | 0.0050 | 7.08 | 13.88 | 2804 |
| 10.14 | 1211 | 0.0020 | 2.42 | 1230 | 0.0023 | 2.83 | 5.25 | 2441 |
| 15.19. | 871 | 0.0027 | 2.35 | 1008 | 0.0021 | 2.12 | 4.47 | 1879 |
| 20-24 | 735 | 0.0043 | 3.16 | 728 | 0.0035 | 2.55 | 5.71 | 1463 |
| 25.29 | 6\% | 0.0060 | 4.18 | 708 | 0.0069 | 4.89 | 9.07 | $t 404$ |
| 30-34 | 682 | 0.0044 | 3.00 | 673 | 0.0041 | 2.76 | 5.76 | 1355 |
| 35-39. | 620 | 0.0070 | 4.34 | 627 | 0.0064 | 4.01 | 8.35 | 1247 |
| 40-44 | 608 | 0.0105 | 6.38 | 591 | 0.0100 | 5.91 | 12.29 | 1199 |
| 45-49 | 458 | 0.0125 | 5.73 | 467 | 0.0133 | 6.21 | 11.94 | 925 |
| 50-54. | 425 | 0.0201 | 8.54 | 423 | 0.0266 | 11.25 | 19.79 | 848 |
| 55-59 | 245 | 0.0285 | 6.98 | 240 | 0.0302 | 7.25 | 14.23 | 485 |
| 60.64 | 258 | 0.0493 | 12.72 | 247 | 0.0403 | 9.95 | 22.67 | 505 |
| 65-69 | 111 | 0.0607 | 6.74 | 143 | 0.0646 | 9.24 | 15.98 | 254 |
| 70+ | 158 | 0.1221 | 19.29 | 144 | 0.1279 | 18.42 | 37.71 | 302 |
| TOTAL | 10000 |  |  | 10000 |  |  | 318.52 | 20000 |
| Deaths at age $45+$ $\qquad$ <br> Deaths at age $10+$ $\qquad$ |  |  |  |  |  |  | $\begin{aligned} & 122.32 \\ & 173.22 \end{aligned}$ |  |

System and are published in the form of the age distribution of the sampled population per 10,000 population of all ages and of central death rates, $s m_{x}$. Data by five-year age group are available up to age group 65-69, the open interval being 70 and over. No adjustments are required for the population data, which are intended to represent person-years of exposure, but deaths by age group must be obtained by multiplying the central death rates, $s m_{x}$, by the population exposed to the risk of dying, ${ }_{5} N_{x}$. The calculations are carried out separately for 1970 and 1971 in table 127. Total deaths and total population for the period 1970-1971 are then obtained by summing the figures for individual years, the results being shown in columns (8) and (9) of table 127.

Step 3: estimation of population from reported deaths. The ratio of $D(45+) / D(10+)$ is calculated from table 127 as (122.32)/(173.22), or $\mathbf{0 . 7 0 6 2}$. The value of its
exponential is therefore $\exp (0.7062)=2.0263$. Assuming that mortality in India conforms to a South pattern, $z(70)$ is estimated as

$$
\begin{aligned}
z(70) & =-7.53+(78.4)(0.0183)+(7.15)(2.0263) \\
& =8.393
\end{aligned}
$$

The value of $\dot{N}(70)$ is then obtained as

$$
\begin{aligned}
\hat{N}(70) & =D(70+) \exp [(8.393)(0.0183)] \\
& =(37.71)(1.1660)=43.97 .
\end{aligned}
$$

Full results are shown in table 128. The ${ }_{5} \hat{N}_{x} /{ }_{5} N_{x}$ and $\hat{N}(x$ to 70$) / N(x$ to 70$)$ ratios are plotted in figure 13 .

The plot of ${ }_{5} \dot{N}_{x} / 5 N_{x}$ rises from a value below 0.8 at

TadLe 128. Values of kenokted deaths estimated population for bifpeaint agis and ratios of estimated TO RERORTED FOFULATION, MALES, ANDRA PRADESH STATE. INDAA. 1970-1971

| $\begin{aligned} & 4 \% \\ & \text { (i) } \end{aligned}$ |  | 8mand |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \mathrm{S}_{x} \\ & (3) \end{aligned}$ | M(x) 070 <br> (4) | $\begin{gathered} \hat{N}(x) \\ (5) \end{gathered}$ | $\begin{aligned} & 5_{x}^{N}{ }_{(6)} \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Nax } 007 \\ (7) \\ \hline \end{gathered}$ | $s^{A_{x}} \operatorname{s}_{5} N_{x}$ | $A(x=70) / M(N \times 10+0)$ (t) |
| 70 | 37.71 | 302 | - | 43.97 | $\stackrel{\square}{ }$ | * 72 | * 072 | 0 |
| 65. | 15.98 | 254 | 254 | 64.91 | 272.20 | 272.2 | 1.072 | 1.072 |
|  | 22.67 | 505 | 759 | 94.86 | 399.42 | 671.6 | 0.791 | 0.885 |
| 55. | 14.23 | 485 | 1244 | 118.85 | 534.28 | 1205.9 | 1.102 | 0.969 |
| $50 . . . . . . . . . . . .$. | 19.79 | 848 | 2092 | 150.95 | 674.50 | 1880.4 | 0.795 | 0.899 |
| $45 . . . . . . . . . . . .$. | 11.94 | 925 | 3017 | 177.91 | 822.15 | 2702.6 | 0.889 | 0.896 |
| 40. | 12.29 | 1199 | 4216 | 207.82 | 964.33 | 3666.9 | 0.804 | 0.870 |
| 35 . | 8.35 | 1247 | 5463 | 236.47 | 1110.73 | 4777.6 | 0.891 0.926 | 0.875 |
| 30. | 5.76 | 1355 | 6818 | 265.16 | 1254.08 | 6031.7 | 0.926 | 0.885 |
|  | 9.07 | 1404 | 8222 | 300.06 | 1413.05 | 7444.7 | 0.994 1085 | 0.903 |
| 20 | 5.71 | 1463 | 9685 | 334.79 | 1587.13 | 9031.9 | 1,085 | 0.933 |
| $15 . .$. | 4.47 | 1879 | 11564 | 371.55 | 1765.85 | 10797.7 | 0.940 | 0.934 |
| 10 ............ | 5.25 | 2441 | 14005 | 412.65 | 1960.50 | 12758.2 | 0.803 | 0.914 |
| 5 ............... | 13.8 | 2804 | 16809 | 466.72 | 2198.43 | 14956.6 $(17746.0)$ | (0.784 | (0.901) |
| 0 | 131.44 | 2889 | 19698 | 649.03 | ( 2789.38 ) | ( 7774.0 ) | (0.506) | (0.901) |

age 5 to a value over 1.0 at age 20 , then falls to 0.80 at age 40 , remaining between 0.79 and 0.89 from ages 35 to 60, except for age 55. The probable explanation of this up-and-down movement is the deviation of the reported age distribution from a stable form, which, although attributable to a true lack of stability is more likely to be the result of differential omission, or of the tendency to misstate age. It should be borne in mind that the construction of the estimated population ${ }_{s} \hat{N}_{x}$ from the recorded distribution of deaths and the growth rate, being cumulative in form, tends to follow a stable age
distribution quite closely. Thus, if there are segments of the age distribution that are undercounted in the census or survey, the value of ${ }_{5} \hat{N}_{x} / 5 N_{x}$ will reach a peak at these points; and where, through age-misreporting, the population is over-enumerated, $5 N_{x} / 5 N_{x}$ will show a minimum. The high point of $s N_{x} / s N_{x}$ at age 20 is almost certainly the result of an undercount of the cohort aged 20-24. The cumulated values, $\hat{N}(x$ to $70) / N(x$ to 70$)$, show no general trend with age; and the median value of 0.896 can be accepted as a sensible estimate of completeness of death registration.

Figure 13. Piot ef satios ef eatimatef to reported male popriotion. Anlua Prutert State, Brila, t974-1971


It is likely that the age-misreporting that appears to have distorted the reported age distribution of the population also produced an inexact reported age distribution of deaths. Thus, the life table obtained from the central death rates, $s m_{x}$, adjusted for underreporting of deaths by a factor of about $1.0 / 0.9$, might represent the overall level of mortality moderately well, but the detailed structure of the resultant schedule of mortality rates and the accompanying life table would probably be distorted. It is therefore preferable to calculate the expectation of life at age 10 in this life table and to utilize a model life table with the same life expectancy as perhaps a more trustworthy representation of mortality.

## C. BRASS GROWTH BALANCE METHOD

## 1. Baxis of method and its rationale

In 1975, Brass ${ }^{3}$ proposed a method to estimate the completeness of registration of adult deaths. This

[^69]method is based on the equation:
\[

$$
\begin{equation*}
N(x) / N(x+)=r+D^{*}(x+) / N(x+) \tag{C.1}
\end{equation*}
$$

\]

where $N(x)$ is the number of persons of exact age $x ; N(x+)$ is the total number of persons aged $x$ and over; $D^{*}(x+)$ is the total number of deaths occurring to persons aged $x$ and over; and $r$ is the growth rate.

Brass proved that equation (C.1) is exact for stable, closed populations. Its validity can be explained in common-sense terms by the following argument: since $N(x)$ may be thought of as being the number of persons in a year entering the group of those aged $x$ and over, the ratio $N(x) / N(x+)$ can be interpreted as a "birth rate" for the population aged $x$ and over. $D^{*}(x+) / N(x+)$ is the death rate corresponding to the same population; and, if one denotes by $r(x+)$ the growth rate for the population aged $x$ and over, the equation

$$
\begin{equation*}
N(x) / N(x+)=r(x+)+D^{*}(x+) / N(x+) \tag{C.2}
\end{equation*}
$$

simply states the familiar troism that in a closed population the birth rate is equal to the sum of the growth rate and the death rate. Now invoking the assumption of stability, it is the case that in a stable population the growth rate $r(x+)$ is, by definition, the same for every $x$; and, therefore, $r(x+)$ can be replaced by $r$, and equation (C.2) becomes equation (C.1), that proposed by Brass.

Once the validity of equation (C.1) is established by assuming stability, a second assumption is made. Suppose that instead of observing $D^{*}(x+)$ (the total number of deaths over age $x$ ), only a proportion of them was recorded, say $D(x+)$, where

$$
\begin{equation*}
D(x+)=C(x) D^{*}(x+), \tag{C.3}
\end{equation*}
$$

$C(x)$ being a factor representing the completeness of registration of deaths at age $x$ and over.

If it is then assumed that the completeness of death registration does not vary with age, at least over age 5 or age $10, C(x)$ can be replaced by a constant $C$ that does not change with age. Letting $K=1 / C$ and substituting equation (C.3) in equation (C.1), the following relationship is obtained:

$$
\begin{equation*}
N(x) / N(x+)=r+K(D(x+) / N(x+)) . \tag{C.4}
\end{equation*}
$$

For a closed, stable population, where the completeness of death registration is the same at every age and where age-reporting is accurate, equation (C.4) provides a method by which to estimate the completeness of death registration. According to equation (C.4), the relationship between $D(x+) / N(x+)$ and $N(x) / N(x+)$ is linear; and the slope of the line defined by the points $[D(x+) / N(x+), N(x) / N(x+)]$ is the value of the adjustment factor $K$. Hence, to estimate $K$, one needs only to find the slope of the line defined by the points $[D(x+) / N(x+), N(x) / N(x+)]$. Note, however, that no explicit allowance is being made for agemisreporting, whether of age at death or of age of the living, though the use of cumulation is likely to smooth out some of the effects of age errors. It is fair to say, therefore, that whenever the age structure of deaths or of the population is distorted by poor reporting, the estimates yielded by this method may be biased, although the use of cumulation and judicious elimination of points from the fitting procedure will reduce the effects of such errors.
In practice, the points $[D(x+) / N(x+)$. $N(x+) / N(x+)]$ seldom fall exactly on a straight line, and $K$ is obtained by selecting the line that best fits the observed points. In some cases, however, the deviations of these points from a linear trend are so marked that the use of this method of estimation is unwarranted. Large deviations from linearity may be due to several causes. The most common cause is the inaccuracy of the data (usually the existence of age-misreporting), but lack of lineanity may also be due to differential completeness of death registration by age or to the lack of stability of the population considered (in this case, $r(x+$ ) would not be constant for every $x$ ). So, in general, a plot of the
observed values $D(x+) / N(x+)$ against $N(x) / N(x+)$ provides a good diagnostic tool to assess the validity of using this method to estimate $K$. Unfortunately, when the points are markedly non-linear it is not generally possible to identify a unique cause for this lack of linearity, nor to adjust the data in such a way as to make the use of this method of estimation possible. If, however, the deviation from approximate linearity is confined to points for the elderly, a straight line can be fitted excluding the deviant points and therefore avoiding serious distortion.

It is important to notice that the relationship expressed by equation (C.4) allows the estimation both of $K$, the adjustment factor for registered deaths, and of $r$, the growth rate of the population. This estimate of $r$ is not robust to deviations from the hypotheses under which equation (C.4) was derived, and the user should not regard it as necessarily sound. However, the estimate of $r$ may be compared with estimates obtained from other sources, and reasonable agreement may be interpreted as some confirmation that the assumptions being made are justified.
When a solid, independent estimate of $r$ is available for a stable population where age-misreporting is not prevalent, equation (C.4) may be modified in the following way:

$$
\begin{equation*}
N(x) / N(x+)=r+K(x) D(x+) / N(x+) \tag{C.5}
\end{equation*}
$$

where the adjustment factor $\boldsymbol{K}$ is no longer a constant, but is allowed to change with age. The assumption of equal underenumeration of deaths at all ages is, therefore, being dropped; and, since $r$ is assumed to be known, equation (C.S) can be rewritten in the following form to allow the estimation of an adjustment factor, $K(x)$, for each open-ended age group:

$$
\begin{equation*}
K(x)=(N(x)-r N(x+)) / D(x+) . \tag{C.6}
\end{equation*}
$$

Sadly, equation (C.6) can seldom be used in practice because it is uncommon to find cases of stable populations where age-reporting is fairly accurate and where $K(x)$ would therefore measure differential underregistration of deaths by age rather than differential agemisreporting.

To conclude this discussion, some comments need to be made on the validity of estimates obtained by this method when the population being studied is not stable. A stable population is established when fertility and mortality have both remained constant for a fairly long period of time. In today's world, few, if any, populations are truly stable. In most cases, destabilization has been brought about by changes in mortality. Most human populations have seen their chances of survival improve during the past 40 years and cannot, therefore, be stable. However, simulation has shown that when stable populations are destabilized by prolonged mortality changes that occur slowly, the bias introduced in the estimation of $\boldsymbol{K}$ by this lack of stability is relatively
small.4 Only when abrupt changes occur does the bias become large. ${ }^{5}$ Of course, these simulations have been carried out using data that, apart from representing a non-stable population, are otherwise perfect. It is possible, therefore, that in reality even the biases introduced by rapid mortality changes may be small compared with those caused by the poor quality of the available data. However, it is important to remember that declining mortality usually biases the value of $\boldsymbol{K}$ upward, thus producing an underestimate of the completeness of death registration. Therefore, when this method is used to estimate completeness in a population where mortality has been declining and where age is reported accurately, the death-rate estimate obtained may safely be interpreted as an upper bound for the true rate.

The effect that changes in fertility have on the estimation of $K$ has not been as extensively studied as the effects of changing mortality. The reason is that fertility changes have only recently become common in countries with poor data; and because these changes affect mainly the youngest age groups, they have little impact on the performance of this method of estimation.

## 2. Data required

The data required for this method are described below:
(a) The number of deaths occurring during a period (normally one year) classified by age and sex (though classification by sex is not necessary). Five-year age groups are adequate. The last age group must be openended; that is, it must include all the deaths at or over some age $A$;
(b) The number of persons in each age group at the mid-point of the period being considered, classified by sex if the deaths are so classified. The age groups used must correspond to those used for deatis. The last age group must once again be open, including all the population aged $A$ and over.

## 3. Computational procedure

Two variants of the Brass method have been proposed, the difference lying essentially in the way in which the left-hand side of equation (C.4) is evaluated. One procedure, and that originally proposed, is to attempt to estimate $N(x)$, the number of persons reaching age $x$ in a year, from the number of persons in the five-year age groups adjacent to $x$; the second is to estimate $N(x)$ for the mid-point of a five-year age group. The latter procedure is theoretically preferable, because the non-linearity of the age distribution is less marked over a five-year age span than over a 10 -year span. However, for a population in which there is more than a trivial amount of age-heaping, the theoretical advantage

[^70]of the second procedure is outweighed by the practical advantage of the first, that is, that the effects of heaping are reduced when $N(x)$ is estimated from two adjacent five-year age groups, one of which is likely to be inflated (the one including an age ending in zero) and one of which is likely to be deflated. Numerous applications have shown that the first procedure yields results that are more easily interpreted. Hence, only this procedure to estimate $N(x)$ is described here. The steps of the complete computational procedure are given below.

Step 1: the person-years lived by the population subject to the risk of dying. This step, which consists of adjusting the reported population to the mid-point of the period for which the death data are available, is exactly the same as step 2 of the Preston-Coale procedure. It need not, therefore, be repeated, especially since it can generally be omitted, in accordance with the discussion under step 2 in subsection B. 3 .

Step 2: calculation of population at an exact age. By definition, $N(x)$ is the number of persons who reach age $x$ during the course of the year under consideration. When the total population for the mid-year is classified by single year of age, $N(x)$ can be estimated from the number of persons in the two contiguous age groups, ${ }_{1} N_{x}-1$ and ${ }_{1} N_{x}$. Thus, if one lets, $N_{x}$ be the number of persons of age $x$ enumerated by the census or survey,

$$
\begin{equation*}
N(x)=\left(1 N_{x-1}+N_{x}\right) / 2.0 . \tag{C.7}
\end{equation*}
$$

If the classification by age is made in five-year age groups and ${ }_{5} N_{x}$ is the number of persons in the age group from $x$ to $x+4$ at the time of the census or survey, $N(x)$ can be estimated as

$$
\begin{equation*}
N(x)=\left({ }_{5} N_{x}-5+{ }_{5} N_{x}\right) / 10.0 . \tag{C.8}
\end{equation*}
$$

In general, equation (C.8) is preferable because it contributes to the reduction of the effects of age-heaping.

Slep 3: calculation of population over an exact age. I he total number of persons aged $x$ and over is denoted by $N(x+)$. Thus, when the data are available for five-year age groups,

$$
\begin{equation*}
N(x+)=\sum_{j=x}^{A-5} s_{j}+N(A+) \tag{C.9}
\end{equation*}
$$

where $N(A+)$ represents the number of persons in the last, open-ended age interval. If the data are available only by single year of age, then

$$
\begin{equation*}
N(x+)=\sum_{y=x}^{A-1} N_{y}+N(A+) . \tag{C.10}
\end{equation*}
$$

Note that there is no advantage in calculating $N(x+)$ from single-year rather than grouped data, unless the entire analysis is to be carried out by single years of age, a procedure that is likely to be excessively tedious and more unreliable when any degree of age-heaping is present.

Step 4: calculation of momber of deaths after an exact age. The calculation of the cumulated number of deaths from age $x$ onward is very similar to that of $N(x+)$. $D(x+)$ is just the total number of deaths recorded as having occurred to persons aged $x$ and over. Thus, if the deaths are classified by five-year age group,

$$
\begin{equation*}
N(x+)=\sum_{j=x}^{A-5}{ }^{1} D_{j}+D(A+) \tag{C.11}
\end{equation*}
$$

where $D(A+)$ denotes the deaths in the open-ended age interval $A$ and over. If the data are only available by single year, or it is wished for some reason to carry out the analysis by single years of age, then

$$
\begin{equation*}
D(x+)=\sum_{y=x}^{A-1} D_{y}+D(A+) . \tag{C.12}
\end{equation*}
$$

Step 5: points defined by partial death and birth rates. Using the quantities calculated in the previous steps, the calculation of the values $D(x+) / N(x+)$ and $N(x) / N(x+)$ is straightforward. Once calculated, they should be displayed graphically, plotting the values of $D(x+) / N(x+)$ on the $x$-axis and those of $N(x) / N(x+)$ on the $y$-axis. The same scale should be used on both axes. The plotted points should ideally follow a linear trend. If it is clear that the points do lie roughly on a straight line, the next step can be performed with some confidence. Otherwise, the use of this estimation method may have to be abandoned.

Step 6: selection of a best futting line. There are several ways of fiting a straight line to a series of points. Probably the most widely used method is that known by the name of "least-squares". The least-squares line is that which minimizes the sum of the squared distances between its points and the points to be approximated. In the sense that it approximates all these points as closely as possible, it provides a best fit. If the data points derived in step 5 were affected only by random errors, this line would certainly be that chosen to estimate the adjustment factor $K$. However, given the inaccuracies typically present in the data sets considered here, the use of other methods of fitting appears to be preferable. Two of the simplest are suggested below:
(a) The "mean" line. This line is defined by the means of the abscissae (horizontal axis values) and ordinates (vertical axis values) of the derived points when those points are divided, according to age, into two groups of approximately equal size. For example, if 15 age groups are used, the values of $D(x+) / N(x+)$ for the first eight values of $x$ are averaged, as are the values for the last eight $x$ values. (The middle point is included in both averages.) Similarly, mean values are obtained for the first eight and last eight values of $N(x) / N(x+)$. The desired line is that which passes through the two points defined by the two pairs of mean co-ordinates. This line will not be as near as possible to all the points derived in step 5, but it will closely approximate their general trend when this trend is linear. One possible disadvantage of this fitting procedure is that it gives
equal weight to all the derived points. In practice, it is ofen the case that one or two of these points (usually at the two extremes of the age range) depart markedly from the linear trend followed by the rest. In such cases, it may be better to ignore them altogether than to take them into account in selecting a representative straight line;
(b) The "robust" line. To deal with such cases as that described above, where linearity is apparent in the middle of the age range but where distortions are present at the extremes, it is recommended that trimmed means be used in fitting the mean line, instead of using the usual means. The line fitted by using trimmed means is called a "robust" line because trimming makes the fit less sensitive to large deviations from linearity at the extremes of the age range. Trimmed means are a generalization of the usual mean or average, which is calculated by giving equal weight to each entry. When trimming is performed, the weights applied to different observations are not constant for all observations; the sum of weights times observations is standardized by dividing it by the sum of the weights used. The procedure for computing trimmed means is relatively simple and is fully described in the detailed examples.

Step 7: adjustment of death rate. Once the straight line that best fits the points derived in step 5 is selected, the values of the adjustment factor, $K$, and of the growth rate, $r$, are given by its slope and $y$-intercept, respectively. The value of the completeness of death registration, $C$, is just the reciprocal of $K$, that is, $C=1.0 / K$, provided all the necessary data adjustments were carried out in step 1. If the value of $r$ is plausible, one can attach greater confidence to $C$, the estimate of completeness. In such a case, an adjusted death rate can be obtained by multiplying the reported death rate by $K$. Note, however, that the trend of the points $[N(x) / N(x+), D(x+) / N(x+)]$ is determined mainly by those corresponding to fairly advanced ages, so that effectively the level of completeness estimated refers only to adult deaths. Therefore, the value of $K$ should be regarded as an adjustment factor only for the death rate over age 5 or 10 , and may not be applicable to the death rate of the population as a whole.

The value of $K$ may also be used to adjust the derived age-specific death rates, $s m_{x}$. This procedure is valid only if the assumption of constant completeness of death registration by age holds true. The adjusted $s m_{x}$ values can then be used, together with independent estimates of child mortality (see chapter III), to construct a life table for the population considered. In practice, this life table is seldom constructed directly from the adjusted $s m_{x}$ values since age-misreporting makes them too unreliable; however, they can be used as a basis for fitting a mortality model from which the final life table will be derived. For further details of this procedure, see chapter VI.

## 4. First detailed example

In this example, the case of the female population of El Salvador in 1961 is again analysed. The numbers of
female deaths and women classified by age have already been presented in table 124 in the previous detailed example. Step 1 is omitted here, as adjustment for the census date is not necessary at this point.

Slep 2: calculation of population at an exact age. The value of $N(x)$, the number of persons of exact age $x$, is obtained by adding the number of persons in two contiguous age groups and dividing by the number of years spanned by those age groups (usually 10). In this case, $N(10)$, for example, is obtained as follows:

$$
N(10)=(190,234+149,538) / 10=33,977.2 .
$$

Column (2) of table 129 shows the values obtained for all values of $x$ up to 70; no value can be computed for 75, because the open age interval begins at that age.

TAlle 129. ELEMENTS NEEDED TO ESTIMATE COMPLETENESS OF DEATH kegistration among adult females. El Salvador, 1961

| $\begin{gathered} \text { Age } \\ x \\ \text { ( }) \end{gathered}$ |  | Popudation andx cond M( $x+$ ) (3) | Repred <br> owergex $D(x+)$ <br> (4) |
| :---: | :---: | :---: | :---: |
| 5 | 40432.3 | 1060164 | 6743 |
| 10 | 33977.2 | 869930 | 6133 |
| 15.................................................... | 27457.8 | 720392 | 5919 |
| 20. | 23853.0 | 595352 | 5653 |
| 25. | 20515.3 | 481862 | 5362 |
| 30. | 16937.4 | 390199 | 5091 |
| 35. | 15064.7 | 312488 | 4776 |
| 40. | 12987.8 | 239552 | 4427 |
| 45............................................... | 10314.7 | 182610 | 4089 |
| 50,..................................................... | 8482.1 | 136405 | 3732 |
| 55. | 6477.0 | 97789 | 3347 |
| 60 | 5542.7 | 71 635 | 2960 |
|  | 4423.7 | 42362 | 2313 |
| 70...................................................... | 2616.9 | 27398 | 1864 |

Step 3: calculation of population over an exact age. The number of persons aged $x$ and over, denoted by $N(x+)$, is computed by cumulating the numbers reported in each age group (shown in table 124) from that beginning with age $x$ upward. For example, $N(50+)$ is

$$
\begin{aligned}
N(50+) & =(38,616+26,154+29,273+14,964 \\
& +11,205+16,193)=136,405 .
\end{aligned}
$$

All values of $N(x+)$ are given in column (3) of table 129. Note that in practice one calculates $N(x+)$ by cumulating downward, each time adding the population of one more five-year age group to $N((x+5)+$ ), so $N(50+)=N(55+)+s N_{s 0}$, for example.
Step 4: calculation of number of dearhs after an exact age. The calculation of $D(x+)$ is exactly analogous to that of $N(x+)$. Thus, for example, $D(50+)$ is

$$
\begin{gathered}
D(50+)=(385+387+647+449+ \\
504+1,360)=3,732
\end{gathered}
$$

where the deaths reported in each age group have been taken from table 124. Also, it is important to point out that to calculate both $N(x+)$ and $D(x+)$, the number
of persons whose age was recorded as unknown is ignored. Since these numbers are generally small, serious biases are not likely to be introduced by disregarding them.

Step 5: points defined by partial birith and death rates. Using the values obtained in the previous steps, the ratios $D(x+) / N(x+)$ and $N(x) / N(x+)$ are calculated. Their values are shown in table 130. The calculation of the partial birth rate, $N(x) / N(x+)$, involves simply dividing the entries listed in column (2) of table 129 by the corresponding entries in column (3) of the same table. For example,

$$
N(40) / N(40+)=12,987.8 / 239,552=0.0542 .
$$

Similarly, the calculation of the partial death rate, $D(x+) / N(x+)$, involves the division of the entries in column (4) by those in column (3) of table 129. Thus, for example,

$$
D(40+) / N(40+)=4,427 / 239,552=0.0185 .
$$

Table 130 gives results for other ages and figure 14 shows a plot of the points. Note that the values of $D(x+) / N(x+)$ are plotted on the $x$-axis (abscissa), while those of $N(x) / N(x+)$ appear on the $y$-axis (ordinate). The same scale has been used to plot both values. The use of equal scales for both axes aids in the assessment of linearity of the plotted points.

Table 130. Partial death and birth rates for females, El Salvador. 1961

| $\begin{gathered} A g \\ \text { ( } \\ \text { (1) } \end{gathered}$ | $\begin{gathered} \text { Parrial } \\ \text { dearif rate } \\ D(x+1 / 1 / x+1 \\ (3) \end{gathered}$ |  |
| :---: | :---: | :---: |
| 5 | 0.0064 | 0.0381 |
| 10..................................................... | 0.0070 | 0.0391 |
| 15...................................................... | 0.0082 | 0.0381 |
|  | 0.0095 | 0.0401 |
| 25..................................................... | 0.0111 | 0.0426 |
|  | 0.0130 | 0.0434 |
| 35...................................................... | 0.0153 | 0.0482 |
| 40...................................................... | 0.0185 | 0.0542 |
| 45.................................................... | 0.0224 | 0.0565 |
| 50..................................................... | 0.0274 | 0.0622 |
|  | 0.0342 | 0.0662 |
| 60...................................................... | 0.0413 | 0.0774 |
|  | 0.0546 | 0.1044 |
| 70...................................................... | 0.0680 | 0.0955 |

It is important at this point to examine figure 14 with some care. Ideally, as explained in the general introduction to this method, the points should lie approximately on a straight line. Deviations from linearity are, however, inevitably present in empirical data. The possible causes of such deviations are varied and the investigator should consider all the relevant ones. In the case of females in El Salvador in 1961, the points show a definite linear trend, though the last point (for age 70) deviates markedly from the linear trend suggested by the others. As for the strange pattern displayed by the first three points, it is frequently encountered in empirical
data and is associated with distortions of the values of $N(x)$ brought about by age-misreporting.

Examination reveals that the data at hand are far from perfect. Aside from the possible lack of stability of the population being analysed, errors in age-reporting are undoubtedly present. Yet, the relative linearity of the central segment of the plotted points still warrants an attempt to obtain a rough estimate of the completeness of death registration. This parameter is calculated in the next step.

Pigure 14. Plot of partion lith rates, $N(x) / N(x+)$, against partial centh rates, $D(x+) / N(x+2$, for females, El Salvador, 1961


Step 6: selection of a best futting line. An examination of the points shown in figure 14 suggests that all of them, except the last two (those for age 65 and over and age 70 and over), lie around an approximate straight line. A straight line is therefore fitted to the remaining 12 points. from ages 5 to 60 . The points are divided into two equally sized groups, one comprising points for ages ranging from $S$ to 30 , the other from 35 to 60 . The mean abscissa and ordinate values for each group are calculated by summing the observations for each group and dividing the sum by the number of observations in each group. Thus, the mean of the first group of partial death rates $D(x+) / N(x+)$, denoted by $X_{1}$, is

$$
\begin{gathered}
X_{1}=(0.0064+0.0070+0.0082+0.0095+ \\
\\
0.0111+0.0130) / 6.0=0.0092 .
\end{gathered}
$$

The groups and their means are shown in table 131.

Table 131. FITTING Of a STRAIGHT LINE DY OROUP MEANS. fEmales, El Salvador, 1961

| $\begin{gathered} \boldsymbol{N}_{x} \\ \text { (i) } \end{gathered}$ | $\operatorname{mim}_{\substack{\sin \\(2)}}^{\sin x+1}$ |  |
| :---: | :---: | :---: |
|  | (a) Group 1 |  |
| 5 .............. | 0.0064 | 0.0381 |
| 10 | 0.0070 | 0.0391 |
| 15. | 0.0082 | 0.0381 |
|  | 0.0095 | 0.0401 |
| 25. | 0.0111 | 0.0426 |
| 30.............. | 0.0130 | 0.0434 |
| $\begin{aligned} & \text { Total } \\ & \text { Mean } \end{aligned}$ | 0.0552 | 0.2414 |
|  | $x_{1}=0.0092$ | $\boldsymbol{Y}_{1}=0.0402$ |
|  | (b) Group 2 |  |
| 35............ | 0.0153 | 0.0482 |
| 40............ | 0.0185 | 0.0542 |
| 45............ | 0.0224 | 0.0565 |
| 50........... | 0.0274 | 0.0622 |
| 55............ | 0.0342 | 0.0662 |
| 60............ | 0.0413 | 0.0774 |
| Total | 0.1591 | 0.3647 |
| Mens | $X_{2}=0.0265$ | $\boldsymbol{Y}_{\mathbf{2}}=0.0608$ |

Once the means of each group have been computed, the slope of the fitted line is calculated according to the equation

$$
\begin{gathered}
K=\left(Y_{2}-Y_{1}\right) /\left(X_{2}-X_{1}\right)=(0.0608-0.0402) / \\
(0.0265-0.0092)=1.191
\end{gathered}
$$

The value of $K$ implies that the completeness of death registration is $C=1.0 / K=0.840$, or 84 per cent, and taking into account the slight adjustment necessary for the difference between the census date and the mid-year (see step 2 of subsection B.4), the final estimate of completeness is $\hat{C}=0.840 / 1.0044=0.836$. Once more, in this case the necessary adjustment is so small that for all practical purposes it can be ignored.

From the estimate of $K$, the corresponding value of the growth rate $r$ can be obtained as follows:

$$
r^{\prime}=Y_{1}-K X_{1}=0.0402-1.191(0.0092)=0.0292
$$

Note that this rate of growth is almost identical to that of 0.0287 obtained in subsection $B .4$ from census data.

Even though the estimate of $K$ obtained above is probably the best possible, as an example another is computed by fitting a robust line. This exercise will serve to show that the use of trimmed means reduces the influence of extreme points on the estimated value of $K$.
Table 132 illustrates the way in which trimmed means are computed. All the observations have been used, but three have been "trimmed" at each end of the age range. The weights associated with each observation are listed in column (2). Note that the data set has been divided into groups of equal size and that the weights are symmetrical with respect to the centre. The line labelled "Weighted total" shows under column (2) the sum of the weights used, and under columns (3) and (4), the sum of the weighted observations. Thus, for example,
$0.0602=(0.25)(0.0064)+(0.50)(0.0070)+(0.75)(0.0082)$

$$
0.0095+0.0111+0.0130+0.0153
$$

and
$0.2320=(0.25)(0.0381)+(0.50)(0.0391)+(0.75)(0.0381)$

$$
+0.0401+0.0426+0.0434+0.0482
$$

Table 132. Estimation of an adustment factor, $K$, by use of trimmed means, females, El Salyador. 196

|  | Werghy |  | $\begin{gathered} \text { SNual } \\ N(x) / \min _{4}(x+1 \\ (4) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| (a) Group 1 |  |  |  |
| 5............. | 0.25 | 0.0064 | 0.0381 |
| 10............ | 0,50 | 0.0070 | 0.0391 |
| 15............ | 0.75 | 0.0082 | 0.0381 |
| 20............ | 1.00 | 0.0095 | 0.0401 |
| 25............ | 1.00 | 0,0111 | 0.0426 |
| 30............ | 1.00 | 0.0130 | 0.0434 |
| 35............ | 1.00 | 0.0153 | 0.0482 |
| Weighted total......... | 5.50 | 0.0602 | 0.2320 |
| Weighted mean........ |  | $\boldsymbol{X}_{1}{ }^{*}=0.0109$ | $\mathbf{Y}_{1}{ }^{*}=\mathbf{0 . 0 4 2 2}$ |
| (b) Group 2 |  |  |  |
| 40............ | 1.00 | 0.0185 | 0.0542 |
| 45............ | 1.00 | 0.0224 | 0.0565 |
| S0............ | 1.00 | 0.0274 | 0.0622 |
| S5............ | 1.00 | 0.0342 | 0.0662 |
| 60............ | 0.75 | 0.0413 | 0.0774 |
| 65............ | 0.50 | 0.0546 | 0.1044 |
| 70............ | 0.25 | 0.0680 | 0.0955 |
| Weighted total.......... | 5.50 | 0.1778 | 0.3732 |
| Weighted mean ........ |  | $X_{2}{ }^{*}=0.0323$ | $\boldsymbol{Y}^{\mathbf{2}}{ }^{*}=0.0679$ |

The "totals" for the second group are obtained in exactly the same way. Once these totals are computed,
the means are obtained by dividing the sum of the weighted observations by the sum of the weights, that is, the totals under columns (3) and (4) by the total under column (2). For example,

$$
X_{1}{ }^{*}=0.0602 / 5.5=0.0109 .
$$

The $X^{*}$ and $Y^{*}$ values are the trimmed means of the grouped observations. From them, the calculation of estimates of $K, C$ and $r$ is straightforward:

$$
\begin{aligned}
K^{*} & =\left(Y_{2}^{*}-Y_{1}^{*}\right) /\left(X_{2}^{*}-X_{1}^{*}\right) \\
& =(0.0679-0.0422) /(0.0323-0.0109)=1.201 ; \\
C^{*} & =1.0 / K^{*}=0.0833 ; \\
r^{*} & =Y_{1}{ }^{*}-K^{*} X_{1}^{*}=0.0422-1.201(0.0109)=0.0291 .
\end{aligned}
$$

Note that the estimates obtained for each of these three parameters by using trimmed means are very similar to those obtained earlier using simple means. The rounded value of $C^{*}$ still implies that adult female death registration in El Salvador was only 83 per cent complete in 1961 (disregarding for the moment the adjustment for census date). The value of $r^{*}$ is virtually identical to $r^{\prime}$. It is also interesting to recall that the use of the Preston-Coale procedure described in subsection B. 3 led to an estimate of coverage of 0.825 using a $75+$ openended interval and a growth rate estimate of 0.0287 , again disregarding the adjustment for census date (see step 4 of subsection B.4). The similarity of these estimates is reassuring.

Step 7: adjustment of death rate. To obtain an adjusted death rate or adjusted age-specific mortality rates, one simply multiplies the observed rates by $K$ or by $K^{*}$. Because the trimmed-mean estimate is somewhat more robust, it has been preferred. For example, for the death rate over age 5 ,

$$
d(5+)=K^{*}[D(5+) / N(5+)]=1.201(0.0064)=0.0077 .
$$

Table 133. Values of population at different ages, reported deaths and partial eirth and death rates for males, andra Pradesh State, India, 1970-1971

| $\begin{aligned} & A g \\ & x_{1} \\ & \hline \end{aligned}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5............ | 569.3 | 17111 | 187.10 | 0.0333 | 0.0109 |
| 10............ | 524.5 | 14307 | 173.22 | 0.0367 | 0.0121 |
| 15............. | 432.0 | 11866 | 167.97 | 0.0364 | 0.0142 |
| 20............ | 334.2 | 9987 | 163.50 | 0.0335 | 0.0164 |
| 25............ | 286.7 | 8524 | 157.79 | 0.0336 | 0.0185 |
| 30............ | 275.9 | 7120 | 148.72 | 0.0388 | 0.0209 |
| 35............. | 260.2 | 5765 | 142.96 | 0.0451 | 0.0248 |
| 40............ | 244.6 | 4518 | 134.63 | 0.0541 | 0.0298 |
| 45............. | 212.4 | 3319 | 122.32 | 0.0640 | 0.0369 |
| 50............. | 177.3 | 2394 | 110.38 | 0.0741 | 0.0461 |
| 55............ | 133.3 | 1546 | 90.59 | 0.0862 | 0.0586 |
| 60............ | 99.0 | 1061 | 76.36 | 0.0933 | 0.0720 |
| 65............. | 75.9 | 556 | 53.69 | 0.1365 | 0.0966 |

## 5. Second detoiled example

Andra Pradesh provides an interesting example of what happens to the application of the Brass growth balance method when age is poorly reported. The basic data have already been presented in table 127. The values of $N(x), N(x+), D(x+), N(x) / N(x+)$ and $D(x+) / N(x+)$ are shown in table 133. The values of $N(x) / N(x+)$ and $D(x+) / N(x+)$ are plotted in figure 15.

The first five points are a trendless jumble, but the

Pigre 15. Plot of gartion uith mex, $N(x) / N(x+1$, maganst martial lienti races, $D(x+) / N(x+$, for miles, Antru Prulesh State, Infik, 1970-1971

points from age 30 upward follow something like a straight line, although if the last point were excluded, the points for $30-60$ would look as if they were following a curve. A straight line can be fitted to the points from 30 on ; the line, fitted by group means, has a slope of 1.169 and an intercept of 0.0177 , indicating that adult denths were underreported by nearly 14 per cent. However, such a line is strongly affected by the last point and also by the exclusion of the first five points; it might, therefore, represent a case where trimming would be very effective. Following the previous example, using all available points, but weighting the first and last by 0.25 , the second and second from last by 0.50 , and the third and third from last by 0.75 , gives a rather different straight line with a slope of 1.257 and an intercept of 0.0144 ; thus, the robust line indicates a rather lower growth rate and a level of omission of some 20 per cent.

Of the two, the robust line should probably be preferred, but not a great deal of confidence can be atached to the results of this method when the derived points do not approximate a straight line. One feature that is not prominent in figure 15 is evidence of exag. geration of age at death; such exaggeration should lead to a tendency for the plotted points to curve off to the right, because the partial death rates over each age would increase more rapidly than the partial birth rates. The points from 30 to 60 do show something akin to such a pattern, but the point for age 65 and over fails to confirm the continuation of the pattern to higher ages. In general, exaggeration of age at death is likely to result in overestimates of completeness, since the points for higher ages would tend to pull the slope down.
In conclusion, it is difficult to interpret the results of applying the Brass method in this case. It may be mentioned in passing that in this application, the results of the Brass method are rather difierent from the ones obtained by applying the Preston-Coale method, which in subsection B. 5 gave an estimate of coverage of nearly 90 per cent and a growth rate of 0.0183 . Thus, this example should be taken as a warning against the mechanical application of any method. In applying the Brass procedure, careful examination of the behaviour of the plotied points is essential.

# Chapter VI <br> <br> DERIVATION OF A SMOOTH LIFE TABLE FROM A SET <br> <br> DERIVATION OF A SMOOTH LIFE TABLE FROM A SET OF SURVIVORSHIP PROBABILITIES 

 OF SURVIVORSHIP PROBABILITIES}

## A. BACKGROUND OF METHODS

## 1. Necessity of smoothing and completing sets of survivorship probabilities

There are several situations in which one can obtain estimates of life-table probabilities of survivorship, $l(x)$, but in which one would still want to smooth these estimates with reference to a model life table. For example, one could calculate a life table directly by converting observed ${ }_{n} m_{x}$ values into ${ }_{n} q_{x}$ and hence into $l(x)$ values. In other instances, the $l(x)$ values available may not define a complete life table because some may apply to childhood and some to advanced adult ages (as those obtained from maternal orphanbood data). In the most common situation, one would estimate childhood survivorship probabilities from information on children ever born and children surviving (see chapter III) and estimate adult survivorship probabilities from information on spouse survival or on parental survival (see chapter IV), and the age ranges covered by these sets of estimates will not exhaust the 0-85 life-table range. In such cases, both an element of smoothing and some interpolation or extrapolation to obtain missing $l(x)$ values may be necessary.

In yet other situations, one may wish to derive complete sets of life-table probabilities of survivorship, $l(x)$, from childhood mortality estimates and conditional survivorship probabilities for adults (such as the probability of surviving from age $A$ to age $B, I(B) / l(A)$ ). Conditional probabilities are usually obtained from information on widowhood or orphanhood (see chapter IV) or by the use of some death-distribution method (see chapter $V$ ). The problem one faces in this circumstance is to link the two independent estimates. Again, this linkage is usually accomplished by reference to a model life table.

## 2. Organization of this chapter

This chapter focuses on methods to derive complete life tables from partial information on survivorship probabilities. Two types of methods are distinguished: those which allow the smoothing and interpolation of $l(x)$ values (called the "SI methods"); and those which, in addition to incorporating some element of smoothing and allowing interpolation, permit the linkage of direct or unconditional probabilities of survivorship, $I(x)$, with conditional probabilities, i.e., the ratios of $l(x)$ values (called the "L methods"). The sections presenting each type of method are described below:

Tasle 134. SChematic ouide to contents of Chapter V1

|  | Strotion |  | Sunestion endmund | 7,peoftymand | Eximendmanwert |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B. | Smoothing and interpolation of an incomplete set of survivorship probabilities |  |  | A set of $l(x)$ values. It may be the complete $l(x)$ function for $x=1,5$. 10, ..., 80, or some subset of those values <br> A reliable, complete set of $l(x)$ values to be used as standard | Parameters $a$ and $\beta$ defining the fitted $l(x)$ function in the logit system generated by the selected standard A complese life table |
| c. | Linkage of child survivorship probabilities with conditional adult survivorship probabilities | C. 2 . | Using the logit system | A sel of $f(z)$ values, usually for childhood ages <br> A set of conditional survivorship probabilities, of the form $I(x) / /(y)$ <br> A reliable, complete set of $!(x)$ values to be used as standard | Parameters a and $\beta$ defining the fitted / $(x)$ function in the logit system generated by the selected standard A complete life table |
|  |  | C.3. | Using the Coale-Demeny models | A set of $I(z)$ values, usually for childhood ages <br> A set of conditional survivorship probabilities, of the form $I(x) / /(y)$ | A complete life table |

[^71]Section B. Smoothing and interpolation of an incomplete set of survivorship probabilities. This section presents a smoothing and interpolation method based on the use of the logit life-table system. It requires as input a set of survivorship probability estimates, $l(x)$.

Section C. Linkage of child survivorship probabilities with conditional addlt survivorship probabilities. This section presents two linkage methods based, respectively,
on the use of the logit life-table system and the CoaleDemeny life tables. Both require as input a set of child survivorship probabilities, $l(z)$, and a set of conditional survivorship probabilities of the form $l(x) / l(y)$. See table 134 for more details.

## B. SmOOTHING AND INTERPOLATION OF AN INCOMPLETE SET OF SURVIVORSHIP PROBABILITIES

## 1. Basis of method and its rationale

Perhaps the simplest technique for smoothing and interpolating between a sequence of $l(x)$ values is provided by the logit system described in chapter I, subsection B.4. Because all life-table $l(x)$ functions belonging to the same logit system are related linearly on the logit scale, one way of smoothing the observed $l(x)$ values would be to plot their logit transformations against those of some standard life table. If the estimated life table does conform to the logit system generated by this standard, then the plotted points should form a fairly straight line with slope $\beta$ and intercept $\alpha$; any method of line-fitting can then be used to estimate the actual values of these parameters. However, when the plotted points depart from a straight line, the problem of selecting the best fit is less tractable. If the observed deviations from linearity are systematic, as, for example, when the deviations become larger as age increases or as age decreases, or when the plot is decidedly curvilinear, the use of a different standard should be considered. If, on the other hand, the deviations from a linear trend seem to be random in nature, the exclusion of some of the points may be necessary before a line is fitted to the remaining points. In such a case, the use of fitting techniques (such as regression) that assume some homogencity in the errors affecting the data is not warranted, because the errors involved are likely to have different variances at different points and these variances cannot be estimated from the data usually available. Hence, in cases of rough overall linearity, where distortions are mostly due to errors, rather crude fitting techniques (such as those described in chapter V, subsection C.3), coupled with the judicious selection of the most reliable points, is probably the most acceptable procedure to follow.

In the application of this smoothing procedure, the selection of an appropriate standard is of great importance, since only when the mortality pattern of the standard resembles that of the observed $l(x)$ function will the linear relationship on the logit scale be evident. The most common sources of standards are sets of model life tables. The general standard proposed by Brass ${ }^{2}$ is always one possibility to be considered (see chapter I, table 2), as are the four families of the CoaleDemeny ${ }^{3}$ life tables (see annex XI) and the United

[^72]Nations model patterns for developing countries ${ }^{4}$ (see chapter I, subsection B.S). In using these models, it is helpful to remember that the general standard has a pattern very similar to that of the West model in the Coale-Demeny set, and that the logit transformations of life tables at different levels within the same family of Coale-Demeny models have an approximately linear relationship to one another, but that linearity is not maintained when the logit transformations of life tables from different families are compared.

## 2. Data required

The data listed below are required for this method:
(a) A set of $l(x)$ values, estimated either directly from observed data or by using any of the procedures described in this Manual. Values at five-year intervals ( $5,10,15,20$ and so on) are sufficient, but the complete range from 0 to 80 or 85 need not be covered;
(b) A standard life table, which may be selected from the Coale-Demeny models, the United Nations models for developing countries, the general standard or any reliable life table thought to approximate the pattern of mortality in the population being studied.

## 3. Computational procedure

The steps of the computational procedure are described below.
Step 1: calculation of logit transformation of the estimated survivorship probabilities. If one denotes by $\lambda(x)$ the logit transformation of the survivorship probabilities, $l(x)$, then

$$
\begin{equation*}
\lambda(x)=\operatorname{logit}(1.0-l(x))=0.5 \ln ((1.0-l(x)) / l(x)) \tag{B.I}
\end{equation*}
$$

Step 2: plot of logit transformation of the estimated life table against logit transformation of the standard. The logit transformations of the $l(x)$ values for the life table of the population under study should be plotted against those of the standard. If the relationship is linear (or approximately so, with no systematic deviations), then the parameter values $\alpha$ and $\beta$ can be estimated. If systematic distortions are evident, a different standard should be employed, though departures from linearity may arise from errors in the observed $l(x)$ values rather than from the use of an unsuitable standard.

Step 3: estimation of parameter values. If the plot in step 2 reveals a nearly linear relationship, then estimates of the parameter values, $\alpha$ and $\beta$, the constant term and the slope of the line representing this relationship, may be obtained by almost any line-fitting procedure: either by least squares; or by the procedures described in chapter V , subsection $\mathbf{C} .3$. If certain groups of $l(x)$ values are thought to be more reliable than others, then only those values should be used in fitting a line, as is illustrated in the detailed example given below.

[^73]Step 4: computation of moothed life-table values. Once estimates of the parameters $\alpha$ and $\beta$ are available, the smoothed life-table values, $I^{*}(x)$, are obtained as

$$
\begin{equation*}
I^{*}(x)=\left(1.0+\exp \left(2 \alpha+2 \beta \lambda_{s}(x)\right)\right)^{-1} \tag{B.2}
\end{equation*}
$$

where $\lambda_{t}(x)$ denotes the logit transformation of the standard life table at age $x$. Note that $l(0)$ and $l(\omega)$, where $\omega$ is the highest age that may be attained, cannot be calculated by using equation (B.2); instead, the radix of the life table, $l(0)$, is set equal to one, and $l(\omega)$ is set equal to zero.

TARLE 135. CHILDHOD SURVIVORSHIP PROAADLLTIES FOR FRMALES, ESTIMATED USING TRUSSELL COEFFICIENTS WITH DATA CLASSFEED BY AOE AND BY MAROIAGE DURATKON OF MOTHER. PANAMA. 1976

| $\begin{aligned} & \text { 發 } \\ & \text { (i) } \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mamen |  |  | Ap |  |  |
|  |  |  | angmene |  | $\begin{aligned} & \text { Now } \\ & \substack{\text { Now } \\ \hline(6)} \end{aligned}$ |  |
| 2 ....w..................... | 0.9688 | 21.3 | 1975.3 | 0.9560 | 20.2 | 1974.3 |
| 3. | 0.9505 | 20.0 | 1973.0 | 0.9405 | 19.2 | 1972.5 |
| 5.......................... | 0.9428 | 19.7 | 1970.6 | 0.9324 | 19.0 | 1970.3 |
| 10........................... | 0.9238 | 18.9 | 1968.3 | 0.9091 | 18.1 | 1967.9 |
| 15. | 0.9026 | 18.1 | 1965.6 | 0.9035 | 18.1 | 1965.3 |
| 20.-.................... | ... | ... | ... | 0.8691 | 17.0 | 1962.4 |

## 4. A detailed example

The case of female mortality in Panama is considered in this example. In chapters III and IV, the data gathered by the Demographic Survey of Panama in 1976 were used to estimate female child and adult survivorship. Table 135 shows estimates of female I(z) values for childhood ages obtained both from data classified by age of mother (see chapter III, subsection B.3) and from those classified according to the duration of mother's first marriage (see chapter III, subsection C.3). Each $I(z)$ value presented in table 135 is accompanied by the mortality level it implies in the West family of CoaleDemeny life tables and by its reference period, both estimated as described in chapter III.

Table 136 shows a set of $l(x)$ values for females estimated from data on the widowhood status of male respondents classified by duration of marriage. Again, each of the estimates presented is accompanied by the mortality level it implies in the West models and by its time reference period (see chapter IV, subsection C. 3 (c)(iii)). As these tables indicate, the two distinct sets of estimates, those referring to childhood and those referring to adult ages, cover only the age range from 2 to 40. Furthermore, since different estimates refer to different time periods, it is clear that for a given period, say from 1970 to 1975, no complete set of $l(x)$ estimates is available covering that age range. Hence, it is necessary to employ the procedure described in this section to derive

Talle 136. Female survivonship probahiuties estimated from DATA ON THE WIDOWFOOD STATUS OF MALE RESNONDONTS CLASSIFIED oy duration of markiace, Panama, 1976

| 祭 (i) ( |  | $\min _{\substack{\text { min } \\ \text { ( } \\ \text { (3) }}}$ | $\begin{gathered} \text { Rofmex } \\ \text { (i) } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 20..................... | 0.9365 | 20.2 | 1975.6 |
| 25...................... | 0.9160 | 19.6 | 1973.3 |
| 30...................... | 0.8955 | 19.2 | 1971.1 |
| 35..................... | 0.8744 | 18.9 | 1968.9 |
| 40...................... | 0.8491 | 18.6 | 1967.0 |

from this partial information on survivorship probabilities a complete life table referring to the recent past.
The steps of the computational procedure are described below.

Step 1: calculation of logit transformation of the estimated survivorship probabilities. Equation (B.1) is used to calculate the logit transformation of each survivorship probability, $J(x)$, given in tables 135 and 136. The resulting $\lambda(x)$ values are shown in table 137. As an example, the logit transformation of $l(30)$ is shown below:

$$
\begin{aligned}
\lambda(30) & =\operatorname{logit(1.0-0.8955)}=0.5 \ln ((1.0-0.8955) / 0.8955) \\
& =0.5 \ln (0.1167)=-1.0741 .
\end{aligned}
$$

Column (2) of table 137 gives the logit transformations of the $l_{s}(x)$ probabilities corresponding to the standard used. In this case, the general standard has been selected as an adequate representation of the pattern of mortality prevalent in the population under study; therefore, the $\lambda_{3}(x)$ values listed in table 137 have been copied from table 2 (see chapter I).

TARLE 137. LOGIT TRANSFOMMATION OF THE ESTLMATED AND STANDARD SURVIVORSHIP FROMADILITIES, PANAMA, 1976

| ${ }_{x}$ (i) |  | (3) |  |
| :---: | :---: | :---: | :---: |
| 2....................... | -0.7152 | - 1.7178 | -1.5393* |
| 3....................... | -0.6552 | -1.4775 ${ }^{\circ}$ | -1.3802 |
| 5....................... | -0.6015 | -1.4012* | -1.3121* |
| 10....................... | -0.5498 | $-1.2476^{\circ}$ | -1.1513 |
| 15....................... | -0.5131 | $-1.1132$ | - 1.1184 |
| 20....................... | -0.4553 | $-1.3456$ | -0.9465 |
| 25....................... | $-0.3829$ | -1.1946 | ... |
| 30....................... | $-0.3150$ | -1.0741* | ... |
| 35....................... | -0.24\% | -0.9702* | .. |
| 40....................... | -0.1816 | -0.8638 | ... |

[^74]Step 2: plot of logit transformation of the estimated life table against logit transformation of the standard. The points defined by each pair of values $\left[\lambda_{5}(x), \lambda(x)\right]$ are plotted in figure 16. Note that because of the nature of the data used in deriving the different $l(x)$ estimates, at least three different sets of points have been identified in the plot. The points corresponding to the two sets of child mortality estimates cluster, in general, to the bottom left of the graph. They are similar, but the desirable degree of coincidence between one set and the other is not achieved. Notably deviant points are those associated with the $l(2)$ estimate obtained from data classified by duration and with the $l(x)$ estimates for ages 15 and 20 (even the point associated with $l(10)$ of the age-based estimates is somewhat out of line with the rest). The estimates derived from widowhood data, on the other hand, cluster near the upper right-hand side of the graph. They display a fairly linear trend, but the point associated with $l(20)$, and even perhaps that associated with $/(25)$, would have to be disregarded in order for the widowhood-based estimates to be considered a continuation of a straight line defined by the points derived from child survivorship probabilities.
A rapid appraisal of the West mortality levels associated with each estimate and of their respective reference dates suggests that most of the deviant points among the

Piowne 16. Plot of the logit transtomation of the eatianted fermin sur. vivonlip probabilities, $l(x)$, agalast those of the geacral stamdani, Pandman, 1976

childhood estimates are associated with periods preceding 1970 or following 1975, and that they usually correspond to mortality levels (in the Coale-Demeny set) substantially lower or higher than the rest. Deviant points in the case of the widowhood-based estimates are associated with the most recent dates (after 1975) and correspond to fairly high mortality levels. On the basis of these observations, the points indicated by footnote a in table 137 are chosen as the most reliable indicators of child and adult mortality during, roughly, the period 1969-1975.
Step 3: estimation of parameter values. Having selected the most reliable set of points representing survivorship probabilities for childhood and adult ages, a line is fitted to them by using group means (see chapter $V$, subsection C.3). Means must be obtained both for the logit transformations of the estimated survivorship probabilities and for those of the standard. If one denotes the means of the former values by $\Theta(2,3,3,5,5,10)$ and $\theta(25,30,35,40)$, and those of the latter by $\Theta_{s}(2,3,3,5,5,10)$ and $\Theta_{s}(25,30,35,40)$, then the line passing through the points defined by these mean values satisfies the following two equations:

$$
\begin{equation*}
\theta(2,3,3,5,5,10)=\alpha+\beta \Theta_{s}(2,3,3,5,5,10) \tag{B.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta(25,30,35,40)=\alpha+\beta \Theta_{s}(25,30,35,40) . \tag{B.4}
\end{equation*}
$$

Hence, an estimate of the parameter $\beta$ is given by

$$
\begin{align*}
\beta^{*} & =\frac{\Theta(2,3,3,5,5,10)-\Theta(25,30,35,40)}{\Theta_{s}(2,3,3,5,5,10)-\Theta_{s}(25,30,35,40)} \\
& =\frac{-1.3930+1.0257}{-0.6297+0.2823}=\frac{-0.3673}{-0.3474}=1.0573, \tag{B.5}
\end{align*}
$$

and parameter $\alpha$ is then found by substituting the estimated value of $\beta$ into either equation (B.3) or equation (B.4) as follows:

$$
\begin{aligned}
\alpha^{*} & =\theta(2,3,3,5,5,10)-\beta^{*} \Theta_{5}(2,3,3,5,5,10) \\
& =-1.3930-[(1.0573)(-0.6297)]=-0.7272,
\end{aligned}
$$

or

$$
\begin{aligned}
a^{*} & =\theta(25,30,35,40)-\beta^{*} \theta_{s}(25,30,35,40) \\
& =-1.0257-[(1.0573)(-0.2823)]=-0.7272 .
\end{aligned}
$$

Step 4: computation of smoothed life-table values. Once best estimates of $\alpha$ and $\beta$ have been calculated, the full set of estimated smoothed life-table survivorship probabilities, $l^{*}(x)$, shown in column (3) of table 138, can be obtained by using equation (B.2). For example, $l^{\prime \prime}(20)$ is calculated as

$$
\begin{aligned}
l^{*}(20) & =\frac{1.0}{1.0+\exp (2(-0.7272)+2(1.0573)(-0.4551))} \\
& =0.918 .
\end{aligned}
$$

It should be stated that this procedure may not be robust to different choices of groups in fitting a line to the logit points. For example, if instead of choosing as the point representative of childhood mortality the mean of those associated with the age-based $l(2), l(3)$ and $l(5)$, and with the duration-based $l(3), l(5)$ and $l(10)$, just the mean of the three duration-based estimates had been used, $\beta^{*}$ would have been 1.0934 instead of its previous value of 1.0573 . Similarly, $a^{*}$ would have been slightly higher, with an estimated value of $\mathbf{- 0 . 7 1 7 0}$. Hence, unless one is fairly certain that a particular group as a whole is correct, other combinations should be tried in order to assess the sensitivity of the final life table to alternative choices. In this case, however, most of the reasonable choices produce fairly similar life tables.

TABLE 138. ESTIMATED SMOOTHED LIFE-TABLE SURVIVORSHIP PROBA. blities for females obfained by use of different smoothing and linkage methods, Panama, 1976

| $\begin{gathered} 15 t \\ x \\ (1) \end{gathered}$ | Gencreat standery $\lambda_{5}(x)$ (2) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | swopating and interpolotion anathod <br> (3) | Linkeg methodr |  |
|  |  |  | Legit <br> (4) | Conle. Domeny <br> (5) |
| 0 | - | 1.000 | 1.000 | 1.000 |
| $2 . . . . . . . . . . . . . . . . . . . . . . . . . . ~$ | -0.7152 | 0.951 | 0.948 | 0.948 |
| 5 ......................... | -0.6915 | 0.939 | 0.940 | 0.940 |
| 10...................... | -0.5498 | 0.932 | 0.935 | 0.934 . |
| 20. | -0.4551 | 0.918 | 0.927 | 0.923 |
| $30 . . . . . . . . . . . . . . . . . . . .$. | -0.3150 | 0.893 | 0.913 | 0.911 |
| $40 . . . . . . . . . . \ldots \ldots \ldots \ldots$ | -0.1816 | 0.863 | 0.897 | 0.893 |
| $50 . . .1 . \ldots \ldots \ldots . . . . . . . . . . . .$. | -0.0212 | 0.817 | 0.875 | 0.859 |
| 60 .......................... | 0.2100 | 0.733 | 0.835 | 0.789 |
| 70 ......................... | 0.5818 | 0.556 | 0.752 | 0.636 |
| $80 . . . . . . . . . . . . . . . . . . . . . . . .$. | 1.2375 | 0.238 | 0.551 | 0.342 |

C. LINKAGE OF CHILD SURVIVORSHIP PROBABILITIES WITH CONDITIONAI ADULT SURVIVORSHIP PROBABILITIES

## 1. Basis of method and its rationale

As stated in chapter IV, orphanhood or widowhood data properly reflect only adult mortality experience. Hence, one should be able to obtain better estimates of conditional survivorship probabilities (for example, $l(35) / /(20)$ ) than for unconditional $l(x)$ values. Nevertheless, one is most often interested in the unconditional probabilities, since they define a conventional life table. It is useful, therefore, to have some procedure for linking conditional probabilities of adult survivorship, of the form $l(x) / l(y)$, with other information about survivorship, particularly that in childhood. Not only would such a procedure make possible the derivation of a complete life table, but it would also incorporate some element of smoothing over the range of survivorship estimates available.
If a number of survivorship probabilities of the type $l(x) / l(y)$ are available for different values of $x$, but for a fixed value of $y$, all that is needed in order to obtain estimates of $l(x)$ is an estimate of $l(y)$. Information about child survivorship-say, an estimate of the probability of surviving from birth to age $2, l(2)$-can then be coupled with a system of model life tables to estimate a value of $l(y)$, which can in turn be multiplied by the
adult survivorship probabilities to obtain $I(x)$. The logit system provides a convenient basis for such a procedure, and an iterative process that also introduces a powerful smoothing component is described below. An alternative procedure using the Coale-Demeny model life tables is also presented below (in subsection C.3).

## 2. Linkage method using a logit life-table system

## (a) Data required

The data required for use of the first linkage method, that utilizing a logit life-table system, are listed below:
(a) Conditional probabilities of adult survivorship, usually in the form of $1(x) / /(y)$ ratios estimated by using the widowhood or orphanhood methods described in chapter IV;
(b) An estimate of child survivorship. Survivorship probabilities $I(z)$ for childhood ages can be estimated by using the methods described in chapter III;
(c) A standard model life table. The general standard, one of the Coale-Demeny models or of the United Nations new models, or any other reliable life table thought to approximate the mortality experience of the population in question may be used as standard.

## (b) Computational procedure

In the two-parameter logit life-table system, any pair of survivorship probabilities, one from birth and another conditional on attaining a certain age, uniquely determine values of the parameters $\alpha$ and $\beta$ defining a life table in the system. However, because one of the probabilities is conditional, the values of these parameters have to be estimated iteratively, as there is no way of solving for them algebraically. The procedure described here provides a way of finding satisfactory values of $\alpha$ and $\beta$ when a number of conditional survivorship probabilities, all referring to the same population, are available, without having to find parameter values for each one, a process that would be tedious without a computer. The steps of the computational procedure are described below.

Step I: initial estimate of parameter $\alpha$. Given an estimate of $l(z)$ for children, such as $/(2)$ or the average of a group of estimates, the initial estimate of parameter $\alpha$ is obtained as

$$
\alpha_{1}=\lambda(z)-\lambda_{s}(z)
$$

under the assumption that $\beta_{1}=1.0$.
Step 2: initial estimate of survivorship probability appear. ing as denominator. Given the value of $a_{1}$ estimated in step 1 and continuing to assume that $\beta_{\mathrm{t}}=1.0$ a first estimate of this survivorship probability, $l(y)$, denoted by $f_{1}(y)$, is obtained from equation (B.2):

$$
l_{1}(y)=\left(1.0+\exp \left(2 \alpha_{1}+2 \lambda_{s}(y)\right)\right)^{-1}
$$

Step 3: initial estimates of survivorship probabilities from birth. The initial approximation to $I(y), I_{1}(y)$, is now used to calculate initial estimates of the survivorship
probabilities from birth, $l(x)$, for each value of $x$ from the obverved ratios $I(x) / l(y)$ :

$$
\begin{equation*}
f_{1}(x)=\frac{l(x)}{l(y)} l_{1}(y) . \tag{C.l}
\end{equation*}
$$

Step 4: modlfied estimate of parameter $\beta$. If one denotes by $\lambda_{1}(x)$ the logit transformation of $\eta_{1}(x)$, each pair of points $\left[\lambda_{1}(z), \lambda(z)\right]$ and $\left[\lambda_{s}(x), \lambda_{1}(x)\right]$ determines parameters $\alpha$ and $\beta$ with respect to the standard being used. The main interest at present is in parameter $\beta$, which can be found as

$$
\begin{equation*}
\beta_{2}(x)=\frac{(\lambda(x)-\lambda(z))}{\left(\lambda_{y}(x)-\lambda_{1}(z)\right)} . \tag{C.2}
\end{equation*}
$$

A single estimate of $\beta_{2}$ can then be obtained by averaging the $\beta_{2}(x)$ values. It is often the case that the values of $\beta_{2}(x)$ vary sharply with $x$, and it may be decided that a best estimate of $\beta_{2}$ can be obtained by averaging the $\beta_{2}(x)$ values after excluding obvious outliers, such as the highest and lowest values.

Step 5: a second estimate of parameter a. A second estimate of $\alpha$, denoted by $\alpha_{2}$, is obtained by repeating step 1 , but now using the estimate of $\beta_{2}$ obtained in step 4 instead of the first assumed value of $\beta_{l}=1.0$. Thus,

$$
\begin{equation*}
\alpha_{2}=\lambda(z)-\beta_{2} \lambda_{z}(z) . \tag{C.3}
\end{equation*}
$$

Step 6: second estimate of survivorship probability used as denominator. The new value of $a$, denoted by $\alpha_{2}$, and the second approximation to $\beta$, denoted by $\beta_{2}$, are now used to obtain a revised value of $l(y)$, denoted by $l_{2}(y)$, as follows:

$$
\begin{equation*}
I_{2}(y)=\left(1.0+\exp \left(2 a_{2}+2 \beta_{2} \lambda_{s}(y)\right)\right)^{-1} . \tag{C.4}
\end{equation*}
$$

Step 7 and onward: fiuther iteration. The iterative procedure continues, by repeating step 3 to obtain a second set of estimates of $l(x)$, then repeating step 4 to find a revised estimate of $\beta$, then re-estimating $\alpha$ in step 5 and $l(y)$ in step 6 with the new $\alpha$ and $\beta$ values, and so on, until the first two or three decimal places of the estimate of $\beta$ no longer change with continued iteration. This unchanging value of $\beta$, denoted by $\beta^{\boldsymbol{+}}$, and the value of $a^{*}$ it implies (calculated by using equation (C.3)) are then accepted as best estimates of the parameters defining a life table consistent with the available survivorship probabilities in the logit system being used.

With practice, the iterative process does not take long; four or five iterations are usually sufficient for the $\beta$ estimate to converge. A slight short-cut can also be taken, since $\beta^{*}$, the unchanging estimate of $\beta$, is always further away, generally about half as far again, from the first assumed value of 1.0 than is the first estimate obtained. Thus, as an approximation,

$$
\begin{equation*}
\beta_{3}=1.5 \beta_{2}-0.5 \tag{C.5}
\end{equation*}
$$

Then, instead of substituting the value of $\beta_{2}$ in step 5 , a
more rapid convergence can be achieved by substituting $\beta_{3}$ instead. Thereafter, however, no short-cuts can be taken.

## (c) A detailed example

Table 139 shows conditional survivorship probabilities for the female population of Panama derived from data on the widowhood status of male respondents classified by age (see chapter IV, subsection B.3(c) (iii)). Given the age-based estimates of childhood mortality shown in table 135, the way in which a full life table may be constructed is illustrated below.

TADLE 139. Estimated conditional female survivonship troba. sILITIES, $(x) / / 20 \%$ AND CORMESTONDHNG MORTAIITY LEVELS WN THE West Family of model life Talles, Panama, 1976

| $\begin{gathered} \text { A } \\ \text { (1) } \end{gathered}$ |  | $\begin{gathered} \text { Man } \\ \text { motity } \\ \text { inem } \\ \text { (3) } \end{gathered}$ |
| :---: | :---: | :---: |
| 25....................... | 0.9962 | 22.2 |
| 30....................... | 0.9878 | 21.3 |
| 35....................... | 0.9775 | 21.0 |
| 40....................... | 0.9643 | 20.8 |
| 45....................... | 0.9417 | 20.4 |

Step 1: initial estimate of parcmeter $\alpha$. The life table used as standard is, once more, the general standard presented in table 2 in chapter I. In the first iteration, an estimate of $\alpha_{1}$ is obtained by assuming that $\beta_{1}=1.0$. If one assumes that the estimates of $l(2), l(3)$ and $l(5)$ are reasonably accurate, then $\alpha_{1}$ can be estimated as

$$
\begin{aligned}
\alpha_{1} & =\theta(2,3,5)-\theta,(2,3,5) \\
& =-1.4105+0.6573=-0.7532
\end{aligned}
$$

where $\Theta(2,3,5)$ denotes, as usual, the mean of the logit transformations of $l(2), l(3)$ and $l(5)$, that is, the mean of $\lambda(2), \lambda(3)$ and $\lambda(5)$ in this case.
Step 2: initial estimate of survivorship probability appearing as denominator. In this case, the survivorship ratios being used have as denominator the value of $l(20)$, so $y=20$. A first estimate of $I(20)$ is obtained by setting $\beta_{1}=1.0$, and using the $\alpha_{1}$ estimate from step I:

$$
\begin{aligned}
l_{1}(20) & =(1.0+\exp (2(-0.7532)+2(-0.4551)))^{-1} \\
& =0.9181 .
\end{aligned}
$$

Step 3: initial estimates of survivorship probabilities from birth. Each value of $l(x) / /(20)$ is multiplied by $l_{1}(20)$ in order to obtain first estimates of $l(x)$. The results are shown in table 140. The value for $x=40$ is obtained as

$$
l_{1}(40)=\frac{l(40)}{l(20)} l_{1}(20)=(0.9641)(0.9181)=0.8851
$$

Step 4: modified estimate of parameter $\beta$. Each estimate of $l_{1}(x)$, in combination with the pooled estimates of $l(2), l(3)$ and $l(5)$, implies a value of $\rho$ which is equal to the ratio of the difference in the observed logit transfor-
 oenerated ay the oeneral standard. Panama, 1976

| 8 |  |  |  |  | $\begin{array}{r} \text { Smond } \\ C_{2}=-0.253 \\ S_{3}=0.0820 \\ t_{2}(2 m=0.9233 \\ \hline \end{array}$ |  |  | $\begin{array}{r} \pi N D \\ \sigma_{3}=-0.915 s \\ b_{3}=0.950 \\ t_{3}(20)=0.925 s \end{array}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $1,(x)$ | $\lambda_{1}(x)$ | ${ }_{2}(x)$ | 12 ( ${ }^{\text {a }}$ | $\lambda_{2}(x)$ | B(x) | $t_{3}(x)$ | $\lambda_{3}(r)$ | $\beta_{4}(x)$ |
| 25............ | 0.9\%62 | 0.9146 | $-1.1856$ | 0.820 | 0.9198 | -1.2198 | 0.695 | 0.9220 | $-1.2349$ | 0.640 |
| 30............. | 0.9878 | 0.9069 | -1.1382 | 0.7\% | 0.9120 | - 1.1692 | 0.705 | 0.9142 | $-1.1830$ | 0.665 |
| 35............ | 0.9775 | 0.8974 | -1.0843 | 0.800 | 0.9025 | -1.1127 | 0.730 | 0.9047 | -1.1253 | 0.700 |
| 40............ | 0.9641 | 0.8851 | - 1.0208 | 0.819 | 0.8901 | -1.0459 | 0.766 | 0.8923 | - 1.0572 | 0.743 |
| 45............. | 0.9417 | 0.8646 | -0.9270 | 0.879 | 0.8695 | -0.9483 | 0.840 | 0.8715 | -0.9571 | 0.824 |
| Average |  |  |  | 0.823 |  |  | 0.747 |  |  | 0.714 |
|  |  |  | $\begin{aligned} & R_{4}=-0.311 \\ & E_{4}=0.71 \\ & (20)=0.926 \end{aligned}$ |  |  |  |  |  |  |  |
|  |  | -1/8) | $\lambda(x)$ | $H_{5}(x)$ | $\mathrm{I}_{5}(x)$ | $\lambda_{3}(x)$ | $\theta_{6}(x)$ | 16(k) | ${ }_{8}(8)$ | f(x) |
| 25............ | 0.9962 | 0.9229 | - 1.2412 | 0.617 | 0.9232 | -1.2433 | 0.609 | 0.9234 | -1.2447 | 0.604 |
| 30............ | 0.9878 | 0.9151 | -1.1888 | 0.648 | 0.9154 | - 1.1907 | 0.642 | 0.9156 | -1.1920 | 0.638 |
| 35............. | 0.9775 | 0.9056 | -1.1305 | 0.687 | 0.9058 | - 1.1317 | 0.684 | 0.9060 | -1.1329 | 0.681 |
| 40............ | 0.9641 | 0.8931 | -1.0614 | 0.734 | 0.8934 | - 1.0630 | 0.731 | 0.8936 | $-1.0640$ | 0.728 |
| 45............ | 0.9417 | 0.8724 | -0.9612 | 0.817 | 0.8727 | -0.9625 | 0.815 | 0.8729 | -0.9634 | 0.813 |
| Avenare |  |  |  | 0.701 |  |  | 0.696 |  |  | 0.693 |

mations of the $l(x)$ estimates and the difference in those of the standard (see equation (C.2)). The logit transformations of the $l_{1}(x)$ values and the values of $\beta_{2}(x)$ implied by each are shown in table 140. As an example, for $x=40$,

$$
\begin{aligned}
\lambda_{1}(40) & =\operatorname{logit}\left(1.0-l_{1}(40)\right)=0.5 \ln ((1.0-0.8851) / 0.8851) \\
& =-1.0208 ;
\end{aligned}
$$

and since $\lambda_{P}(40)$ is $-0.1816, \Theta(2,3,5)$ is -1.4105 , and the equivalent value for the standard, $\theta_{s}(2,3,5)$, is -0.6573 , then

$$
\beta_{2}(40)=\frac{-1.0208-(-1.4105)}{-0.1816-(-0.6573)}=0.819 .
$$

The values of $\beta_{2}(x)$ are fairly consistent, except for $\beta_{2}(45)$. However, it is not sufficiently deviant to warrant its exclusion. Therefore, $\beta_{2}$ is estimated as the average of all $\beta_{2}(x)$ values, that is, 0.823 .

Step 5: a second estimate of parameter $\alpha$. Step 1 is now repeated, but using the estimate of $\boldsymbol{\beta}_{2}=0.823$ instead of 1.0. Thus,

$$
\begin{aligned}
a_{2} & =\Theta(2,3,5)-\beta_{2} \Theta_{3}(2,3,5) \\
& =-1.4105-(0.823)(-0.6573) \\
& =-0.8695 .
\end{aligned}
$$

Step 6: second estimate of survivorship probability to age 20. Step 2 is now repeated, but using the new values of $\alpha_{2}(-0.8695)$ and $\beta_{2}(0.823)$ obtained after the first complete iteration. Thus,

$$
\begin{aligned}
t_{2}(20) & =(1.0+\exp (2(-0.8695)+2(0.823)(-0.4551)))^{-1} \\
& =-0.9233 .
\end{aligned}
$$

Step 7 and onward: further iteration. Table 140 shows the intermediate results obtained during the first six iterations. The value of $\beta$ is clearly converging towards 0.69 , so this value can be adopted as an estimate of $\boldsymbol{\beta}^{4}$. The value of $\alpha$ corresponding to $\boldsymbol{\beta}^{*}$ is then calculated using equation (C.3), which in this case yields a value of -0.957 for $\alpha^{*}$.

Final step: calculation of fitted life rable. Once final estimates of $\alpha$ and $\beta$ have been arrived at, the estimated $1^{*}(x)$ function of the fitted life table can be calculated using equation (B.2); and, as usual, the other functions of the life table can then be derived from it. For example, for age 40 ,

$$
\begin{aligned}
l^{*}(40) & =(1.0+\exp (2(-0.957)+2(0.69)(-0.1816)))^{-1} \\
& =0.8970 .
\end{aligned}
$$

The resulting $I^{*}(x)$ values are shown in column (4) of table 138.

## (d) Comment on the detailed example

There are several points to note in this detailed example. First, the final $\alpha^{*}$ and $\boldsymbol{\beta}^{*}$ estimates are very far from the neutral values of 0.0 and 1.0 , respectively, for the standard being used, suggesting that another standard might have been a better model of the estimates of survivorship being linked in this example. Secondly, the consistency of the $\beta_{j}(x)$ estimates with age becomes less and less satisfactory as the iteration proceeds, so that the initial range (from 0.796 to 0.879 ) widens gready by iteration six (from 0.604 to 0.813 ). This is a further indication that the standard used may not be suitable. In this regard, it must be noted that no allowance has been made for the fact that different survivorship estimates refer to different periods. It is possible that the pattern of the standard used may not represent adequately the
various mortality levels that have prevailed in the past. Thirdly, it will be seen that in this case six iterations were needed for $\beta$ to converge; use of the proposed short-cut would have reduced the number somewhat. It may be pointed out in passing that the selection of $\beta_{1}=1.0$ as the beginning value of $\beta$ has no impact on the final estimates to which the procedure converges.

The life table shown in column (4) of table 138 and implied by the values of $\alpha^{*}$ and $\beta^{*}$ just estimated is moderately similar at earlier ages to the life table given in column (3) of the same table (generated by the smoothing and interpolation method presented in subsection B.3), but the two tables become increasingly different as age advances. The survivorship probabilities shown in column (4), generated by this linkage method, are always higher than those in column (3), generated by the smoothing and interpolation method, and become increasingly higher at older ages. Although it may not be immediately evident, the observed differences in the final life-table estimates are due in part to differences in the original survivorship estimates themselves and do not arise entirely from the smoothing and linking techniques used. It should also be pointed out that the $l(x)$ values given in column (4) of table 138 cannot be believed. It cannot be accepted that 55 per cent of women in Panama will actually reach age 80, and the mortality rates for advanced ages implied by the $I(x)$ function are unacceptably low. In this case, the errors in the data are such that a less fiexible smoothing procedure than that based on the logit system is required. This example should serve as a warning that alcernative estimation methods, even if they employ the same data (in this case the proportions of male respondents with surviving first wives), do not always yield the .same results. Because general rules about the reliability of the results yielded by these methods cannot be given, it is recommended that as many techniques as possible be applied to a particular data set, so that decisions about the validity of the results can be based on a thorough appraisal.

## 3. Use of Coale-Demeny model life tables

In a one-parameter model life-table system such as that proposed by Coale and Demeny, ${ }^{5}$ any survivorship probability, whether from birth or conditional on having reached a certain age, uniquely determines a life table within the system, once a family of models has been selected. Thus, each child survivorship probability from birth, $l(2)$, implies a life table, as does each conditional survivorship probability of the type $l(x) / l(y)$ (see chapters III and IV for descriptions of the procedure foltowed in determining these life tables). The information for the two distinct age ranges can be linked together by edopting the life table implied by the average level of the child mortality estimates up to age $y$ (which can be regarded as the pivotal age) and then completing the life table over age $y$ by applying the conditional probabili-

[^75]ties of survivorship from age $\boldsymbol{y}$ consistent with the average level implied by the adult survivorship estimates.
The procedure can be illustrated by using again the data referring to Panamanian females. Table 135 shows female probabilities of surviving, $I(z)$, from birth to ages 2, 3 and 5, obtained from information on fernale children ever born and surviving classified by age of mother. Each $l(x)$ value implies a mortality level in a family of Coale-Demeny model life tables; column (6) shows the levels implied in the West family. The average female child mortality level is 19.5. The conditional female adult survivorship probabilities estimated from data on the widowhood status of male respondents classified by duration also imply mortality levels, as is shown in table 139; the average mortality level is 21.1 . The data therefore suggest that, for females, and ignoring timing effects, child mortality in Panama is approximated by level 19.5 in the West family of model life tables for females, whereas adult mortality is approximated by level 21.1. A composite life table is then constructed by adopting a level 19.5 life table for females up to age 20, calculated by averaging the $I(x)$ functions of the life tables of levels 19 and 20 shown in table 236 (see annex VIII), from which age onward the life table is completed by applying survivorship probabilities from age 20 taken from a level 21.1 life table for females. The latter value can be calculated up to age 60 by weighting the values of $l(n) / l(20)$ for levels 21 and 22 in table 222 (see annex VII), those for level 22 being weighted by 0.1 and those for level 21 by 0.9 (that is, linear interpolation is used). The ${ }_{n} q_{x}$ values of the resultant life table would show some irregularity around the pivotal age, but the quantitative importance of any discontinuity would be negligible. The final $I^{*}(x)$ values of the life table estimated in this manner are shown in column (5) of table 138.

In comparing these $l^{*}(x)$ estimates with those shown in column (4), it is remarkable that the latter values are quite different, especially at older ages. Since these two $l(x)$ functions have been fitted to exactly the same survivorship probabilities, the differences observed can only be ascribed to differences in the procedures used and in the models underlying them. Because the mortality pattern of the general standard is fairly similar to that of the West family of Coale-Demeny models, the choice of standard is unlikely to be the cause of the differences observed. It seems more likely that these divergences have arisen because the procedure based on the Coale-Demeny models introduces a more powerful smoothing component than does the one based on the logit system. Indeed, if one considers the West mortality levels associated with each of the conditional probabilities of survival presented in table 139, it is immediately evident that they cover a fairly wide range of levels. It is not surprising therefore that the shape of the general standard has to be twisted considerably in order to approximate them all at the same time (thus, the estimated $\beta$ is substantially lower than one). In fitting Coale-Demeny life tables no such twisting is invoived, since a single level (21.1 in this case) is used to represent
adult mortality in general. In this instance, the smoothed life table obtained by using the CoaleDemeny system is much more plausible than tha: obtained by using the logit system, which, being more flexible, incorporates data distortions as well as the actual underlying mortality pattern. This example,
therefore, helps to underscore the fact that these methods of fitting cannot be used mechanically. The user must be well aware of the nature and significance of the data at hand in order to establish which elements are truly compatible and merit being used as input for the fiting procedures described here.

## Chapter VII

## FERTILITY AND MORTALITY ESTIMATION USING MODEL STABLE AGE DISTRIBUTIONS

## A. BACKGROUND OF METHODS

## 1. General principles underlying the use of

 model stable populations for estimation purposesLotka' proved that the age distribution of any population that is subject, for a sufficiently long time, to constant fertility and mortality becomes fixed. He called this end-product of constant demographic conditions a "stable population", characterized both by an unchanging age distribution and by a fixed annual rate of natural increase.

The age distribution of a stable population is jointly determined by the mortality schedule (that is, by the life table) to which the population has been subject and by its annual rate of growth. In chapter I, section C, the equation defining the density function determining the age distribution of a stable population was presented. It has the form

$$
\begin{equation*}
c(x)=b \exp (-r x) /(x) \tag{A.I}
\end{equation*}
$$

where $c(x)$ is the infinitesimal proportion of the stable population at exact age $x ; b$ is the constant birth rate; $r$ is the constant rate of natural increase; and $l(x)$ is the probability of surviving from birth to age $x$ (that is, it is the usual life table function with an $1(0)$ radix of 1.0 ).

The usefulness of model stable populations in estimating the parameters determining the growth and structure of actual populations derives from three considerations. First, it has been found that for a population in which fertility has been approximately constant and in which mortality has recently undergone a steady reduction, the age distribution closely resembles that of a stable population generated by equation (A.1), with $l(x)$ being the probability of survival to age $x$ in the current life table and $r$ being the current rate of increase. Secondly, these conditions (the recent course of fertility approximately constant and mortality either approximately constant or recently declining) are, or have until recently been, characteristic of the population of many developing countries. Thirdly, the availability of fairly flexible sets of model stable populations, such as those generated on the basis of the Coale-Demeny ${ }^{2}$ life tables with a range

[^76]of growth rates, makes it possible to identify with relative ease a stable age distribution approximating a reported age distribution in an actual application. The underlying characteristics of the stable population can then be adopted as estimates of the demographic parameters of the population being studied.

Useful estimates can be made by selecting a model stable population matching two characteristics, presumed to have been accurately recorded or estimated, of the reported population. In the CoaleDemeny system, a model stable population within each family is fully determined by the level of mortality and the growth rate; thus, two parameters are sufficient to identify a stable population within a given family. For example, the reported proportion under any given age, in conjunction with any one of the following parameters-an estimated $I(x)$ for any age $x$, the rate of increase or the population death rate-uniquely determines a model stable population, provided that a specific pattern of mortality has been deemed an appropriate representation of that experienced in reality.

When a model stable population has been identified, selected characteristics of the stable population serve as estimates of the corresponding characteristics of the population in question. For example, the birth rate in a given population can be estimated by identifying a model stable population in which the probability of surviving from birth to age $5, f(5)$, and the proportion under age 15 are the same as those in the given population. The birth rate in the stable population is then taken as an estimate of the actual birth rate.

The value of estimates based on fitting model stable populations is limited by a number of practical considerations. First, no actual population is genuinely stable. Fertility may vary as a result of recent trends or because of special past episodes, such as wars or epidemics. Age-selective and sex-selective migration can affect both the rate of growth and the age distribution of the population, and the recent mortality declines observed in many countries produce age distributions that do not conform exactly to those predicted by the equation defining a stable population. Secondly, the characteristics of the population being studied that are available to identify a model stable population are often imprecisely recorded (the age distribution is distorted by differential omission by age, or the intercensal rate of increase calculated from census counts at two points in time is biased because of differential completeness of coverage between the two censuses). Lastly, the esti-
mates of a certain parameter (the birth rate, for example) obtained by using different sets of model stable populations (such as those generated by the different mortality families of the Coale-Demeny set) may be quite different. In most cases, there is uncertainty about which mortality pattern approximates most closely that experienced by a given population; and since the number of model families is limited, there is no guarantee that they cover all possible experience, so the accuracy of the estimates obtained may often be questionable. In this respect, it is appropriate to mention that the availability of the United Nations model life tables for developing countries, ${ }^{3}$ in conjunction with stable populations generated by them, ${ }^{4}$ will substantially enhance the estimation capabilities by expanding the spectrum of models from which one can choose.
Ideally, the estimates derived by fitting a model stable population to a reported age distribution should be insensitive to the practical difficulties mentioned above. Therefore, they should not be much affected by the deviations from stability most commonly encountered in practice. To achieve this end, the fitted stable population should be identified on the basis of parameters for which estimates are least likely to be biased by the usual data flaws (such as age-misreporting) and which should assume much the same values whichever set of model stable populations is employed to derive them. (In this chapter, only stable populations based on the four Coale-Demeny families are used, so this last desirable

[^77]feature will at most be satisfied with respect to variations between these four models.)

Experience has shown that the most efficient use of stable populations requires the identification not of one single stable population from which all parameters are derived, but rather of a number of stable populations identified by using different pairs of reported values and applied to estimate different sets of underlying parameters. For example, it is often the case that the best estimate of fertility in the population under review (measured as the birth rate or as total fertility) may be obtained by selecting the model stable population that matches the value of $l(5)$ and the proportion of the population of both sexes under age 15 ; while in order to estimate mortality levels over age 5, a model stable population should be fitted on the basis of the estimated growth rate and the proportion of the population under age 15. Surprisingly enough, some of the estimates derived from a model stable population by using the first of these strategies are quite accurate even when the population in question is very far from being stable. As examples, table 141 shows the estimated birth rates obtained by fitting a stable population, on the basis of the reported proportion under age 15 for both sexes combined, $l(5)$ and the growth rate, to populations that, as in the case of Sweden, cannot be considered even remotely stable since they have experienced substantial declines both in fertility and in mortality. For comparison, table 141 also displays estimates of the birth rate derived from registered births (in all the countries considered, birth registration is virtually complete). The coincidence between the two sets of estimates is reassuring.

## 2. Organization of this chapter

Essentially, only two methods of estimation using

Table 141. Estimation of average birth rate over the is.year peniod preceding enumeration fiom the profortion of the pofulation under aoe is. C (15), the phomabllity of surviving to aoe $5, I(\$)$, and the constant rate of natural increase, r, pok selected nonstable populathons

(a) Survivorshitp probability estimated from data on children ewer born and urviving for women aged 30.34

| Belgium ................... | 1961-1970 | Dec. 1970 | 0.0163 | 0.0167 |
| :---: | :---: | :---: | :---: | :---: |
| Bulgaria .................. | 1956-1965 | Dec. 1965 | 0.0184 | 0.0580 |
| Costa Rica ................ | 1963-1973 | Mar. 1973 | 0.0406 | 0.0417 |
| Poland..................... | 1960-1970 | Dec. 1970 | 0.0202 | 0.0199 |
| Yugodavia................ | 1961-1971 | Mar. 1971 | 0.0215 | 0.0213 |

(b) Surwiorship probability obsained from published life tables corresponding to abour 7.5 years before enumeration

| about 7.5 years before enwomeration |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Hong Kong .............. | 1960-1971 | Mar. 1971 | 0.0302 | 0.0295 |
| Japan ...................... | 1950-1965 | Ocl. 1965 | 0.0190 | 0.0196 |
| Netheriands............. | 1918-9922- | ¢933-1937 | 0.0235 | 0.0238 |
| Sweden ................... | 1798-1802- | 1813.1817 | 0.0319 | 0.0313 |
| Sweden................... | 1918-1922: | 1933-1937 | 0.0167 | 0.0167 |
| Sweden .................... | 1948-1965 | 1965 | 0.0148 | 0.0150 |

model stable populations are presented in this chapter. Experience has shown that these variants of the more general procedures described in a United Nations manual ${ }^{5}$ are more likely to yield acceptable parameter estimates in populations that are not truly stable (because of recent changes in mortality) or whose basic data are distorted by reporting errors. Model stable populations can also be used to assess the extent of such errors and to identify typical distortion patterns in
reported age distributions; and because it is important to explore the quality of the available data before any estimation method is applied, one of the sections that follows is devoled to the description of a simple procedure that allows the assessment of age distributions. To guide the reader in the use of this chapter, the contents of the sections are briefly described below (table 142 presents the data requirements of, and the parameters estimated by, the methods suggested):

Table 142. Schematic ouide to contents of chapter Vil

|  | Section | Dppectaper may | Embmated pounesers |
| :---: | :---: | :---: | :---: |
| B. | Evaluation of age distributions | Population classified by five-year age group and by sex | Assessment of data quality, with particular emphasis on age-reporting |
| C. | Estimation of fertility from the proportion of the population under age 15 and the prob. ability of surviving to age 5 | Population classified by five-year age group (and by sex, if available) <br> An estimate of $l(5)$, the probability of surviving from birth to age 5 , for both sexes and referring to the middie of the 15 -year period preceding enumeration | Average birth rate over the 15 -year period preceding enumeration <br> Average total fertility during the same period <br> Average gross reproduction rate during the same period |
|  |  | Population classified by five-year age group <br> An estimate of the growth rate for the 15 -year period preceding enumeration <br> An estimate of $1(5)$ for both sexes. referring roughly to the mid-point of the 15 -year period preceding enumeration | Adjusted estimate of the birth rate |
| D. | Estimation of the expectation of life at age 5 and of the death rate over age 5 from the proportion under age 15 and the rate of in. crease | Population classified by five-year age group and by sex <br> An estimate of the rate of natural increase for the period preceding enumeration (usually oblained from census counts at two points in time) | Expectation of life over age 5 Death rate over age 5 A life table over age 5 |

Section B. Evaluation of age distributions. This section presents a simple procedure for assessing the quality of a reported age distribution and its similarity to that of a truly stable population;

Section C. Estimation of fertility from the proportion of the population under age IS and the probability of surviving to age 5 . This section presents a method that allows the estimation of the birth rate and of total fertility by fitting a stable population on the basis of the reported proportion under age 15 for both sexes, denoted by $C$ (15), and an estimate of $l(5)$, the probability of surviving from birth to age 5 , also for both sexes;

Section D. Estimation of the expectation of life at age 5 and of the death rate over age 5 from the proportion under

[^78]age 15 and the rate of increase. This section presents a method that allows the estimation of mortality over age 5 by fitting a stable population on the basis of the reported proportion under age 15 for both sexes, C(15), and an estimate of the rate of natural increase, $r$, of the entire population.

## B. Evaluation of age distributions

## 1. Basis of method and its rationale

Knowledge of the population classified by age and sex, that is, the population age distribution, is generally a starting-point in identifying an appropriate model stable population. Because of major crrors that may be present in the recorded age distribution, it is not always easy to select a model stable population that best fits the underlying true age distribution, even when that distribution is very close to being genuinely stable.

There are two main causes of error in age distributions: the selective omission of persons of a given age; and the misreporting of age of those counted. Very often, it is impossible to distinguish the magnitude of each of these two types of error, since their effects are similar. For example, a deficit of persons in a certain age group may be caused by their total omission or by their transference to other age groups, or by both factors combined. Age-misreporting is generally the most prevalent error in age distributions, but differential coverage by age and sex is also a likely cause of some distortions for particular age ranges.

Misclassification of the enumerated population according to age is often due to defective age-reporting by its members (or to defective estimation of age by interviewers). A very common type of age-misreporting is known as "age-heaping", which consists of the tendency on the part of respondents or interviewers to "round" the reported age to a slightly different age ending in some preferred digit. In practice, ages ending with zero or five are usually preferred over other endings (one or nine, for example), so age distributions by single years of age often exhibit peaks at ages $20,25,30$ and so on, while troughs are associated with ages $29,31,39,41$, etc. If, for cultural reasons, some other ages are important to the population in question, they may also attract more respondents than would be expected. Thus, it is frequently found that age 12 is more attractive than either age 10 or age 15 .

Age-heaping is reduced when age can be ascertained by means of a question about date of birth rather than about age itself. Respondents are less likely to round year of birth than age, although interviewers, when assigning ages in cases of uncertainty, may mix the rounding of the year of birth with the translation of sounded ages into years of birth. In addition, some heaping on years of birth ending in preferred digits may be expected; and the analyst must bear this possibility in mind as its age pattern may not resemble that of conventional age-heaping. Furthermore, this method of investigating age (through date of birth) only performs better than a direct question on age if most members of the population know their date of birth (an age distribution based on dates of birth may exhibit less heaping than one based on information about age but be no more accurate on an overall basis). In countries where a sizeable proportion of the population is illiterate and where the reckoning of age is traditionally not important, the use of a question on age may be equally appropriate, since often the respondents will not-or cannol-supply a year of birth or even an age, which must therefore be estimated by the interviewer.

When an age distribution by single year of age is available, the incidence of age-heaping can be easily ascertained by plotting the numbers observed at each age. If age-reporting were perfect and there were no omission, the age distribution would approximate a smooth curve, disturbed only by genuinely large or small cohorts resulting from wars or other episodes causing sharp fluctuations in the birth rate or in infant mor-
tality. However, such genuine fluctuations will not recur at the same digits in the successive age decades.

Because most age distributions are more or less affected by heaping, the use of data classified by single year of age is not recommended for most demographic analysis. Rather, cumulated data should be used, since cumulation reduces the effects of heaping and other forms of age-misreporting. The most common form of cumulation is a five-year group, which, though less sensitive to heaping than a single-year group, is still quite affected by transfers into and out of each age group. For most countries, a graph of the numbers observed within each five-year age group, though less ragged than the plot of the age distribution by single years, still exhibits marked irregularities.

A better way of reducing the effects of heaping, and of age-misreporting in general, is to cumulate from age zero to age $x$ (usually a multiple of five); or, equivalently, from age $x$ to the upper age-limit of the population, $\omega$. Age groups of this type are affected only by transfers across their only boundary (age $x$ ) and therefore introduce a strong smoothing element. Because of their robustness to age-misreporting, this type of age group is used when identifying a best fitting stable population.

A simple procedure employing the Coale-Demeny model stable populations makes it possible to gain a visual impression of how closely the reported age distribution resembles a stable age distribution; or, conversely, how much it is distorted by misreporting, selective omission or genuine differences. The method is based on a remarkable feature of stable populations that are within the same family (North, South, East or West) of the Coale-Demeny model stable populations. Each stable age distribution generated by a particular combination of a model life table and rate of increase is matched very closely by other stable distributions formed by life tables with the same overall pattern but with quite different levels of mortality, combined with different rates of increase. For example, as shown in figure 17, the following model stable populations in the family of West model stable populations for females are very similar: that with an expectation of life at birth of 35 years and a growth rate of 0.010 ; that with an expectation of life at birth of 45 years and a growth rate of 0.015 ; and that with an expectation of life at birth of 60 years and a growth rate of 0.020 . In other words, a genuinely stable population can be rather closely matched (in terms of its proportions in successive fiveyear age groups, and especially in terms of its cumulative proportions under successive ages five years apart) by an appropriately chosen model stable population at an arbitrary level of mortality. It follows that, in erder to judge the congruence of a reported age distribution with that of a stable population, it suffices to compare the recorded age distribution with the model stable populations generated by a particular mortality level (arbitrarily chosen) and difierent rates of increase.

Specifically, the procedure recommended is the determination of the sequence of birth rates. $b(x)$. for $x=5$.

$10, \ldots, 70,75,80$, calculated by finding, through interpolation, the model stable populations (at an arbitrarily chosen level of mortality) that have the same proportions under these ages $x$ as the population in question.

The diagnostic value of the $b(x)$ sequence arises from the remarkable feature of stable populations mentioned earlier. If the $b(x)$ sequence is calculated for a truly stable population, the value of $b(x)$ for different ages $x$ is very nearly constant. For example, a model stable population with an expectation of life of 40 years will generate a sequence of $b(x)$ values that is virtually constant with $x$ when using model stable populations based on a life table with an $e_{0}$ of 50 years. Ups and downs in an estimated $b(x)$ sequence indicate the extent to which the given age distribution conforms to or differs from a stable population. When the age distribution is distorted by age-misreporting, or age-selective omission, $b(x)$ may be far from constant. A value of $b(x)$ that is too high indicates that too high a fraction of the population is reported as under age $x$, either because of a downward transfer of persons across age $x$ by agemisreporting or because of relatively greater omission of persons above age $x$. Conversely, a value of $b(x)$ that is too low indicates either an upward transfer of persons from below age $x$ to above age $x$ by age-misreporting or relatively greater omission of persons under age $x$. ("Too low" and "too high" are in relation to the hypothetical constant value of the $b(x)$ estimates that would have been produced with a genuinely stable
population having an accurately recorded age distribution.)

## 2. Data required

The only information required is the age distribution of a population by sex. This distribution can be calculated from the enumerated population classified by five-year age group and by sex. Availability of the population counts by single year of age is useful but not necessary.

## 3. Computational procedure

The steps of the computational procedure are described below.

Step I: calculation of cumulated age distribution. Throughout this chapter, $C(x)$ is used to denote the proportion of the population under exact age $x$. This proportion, for a given age $x$ (assumed to be a multiple of five), is calculated by adding the population of each five-year age group from 0 to 4 to $x-5$ to $x-1$ and dividing the resulting sum by the total enumerated population (excluding those of unknown age). When the basic data are classified by sex, the proportions $C(x)$ are calculated for each sex separately. In general, if s $N_{x}$ is used to denote the population aged from $x$ to $x+4$, and $N$ is the total population, then

$$
C(x)=\left[\sum_{y=0}^{x-5} s N_{y}\right] / N .
$$

Step 2: estimation of a set of representative birth rates at mortality level 13 of the Coale-Demeny model stable populations. This step constitutes the computational core of this procedure; and it requires that, within the set of model stable populations subject to mortality level 13 of the Coale-Demeny life-tabie system, those whose proportions under ages $x$ match the reported $C(x)$ values be identified by means of a birth rate. To indicate that a given birth-rate estimate determines the stable population consistent with the observed $\boldsymbol{C}(\boldsymbol{x})$ value at mortality level 13 , such an estimate is denoted by $b(x)$. Note should be taken that this birth rate still refers to the whole of the stable population. The index $x$ does not mean that only a portion of the stable population is considered.

The set of $b(x)$ estimates is obtained by interpolating linearly (see annex IV) between the printed $C(x)$ values of the model stable populations. For a given, reported value of $C(x)$, denoted by $C_{o}(x)$, the two stable populations whose $C(x)$ values bracket this value (in the sense that $C_{1}(x) \leqslant C_{o}(x) \leqslant C_{2}(x)$ ) are identified; and $b(x)$ is obtained by interpolating between their corresponding birth rates, denoted here by $b_{1}(x)$ and $b_{2}(x)$, respectively. The detailed example that follows will help to clarify this calculation process.

Step 3: plot of estimated birth rates against age and interpretation of results. The birth-rate values, $b(x)$, obtained in the previous step are plotted against age, and any deviations they display from a horizontal line may be taken as indication of deviations from true stability or of the existence of distortions caused by agereporting errors. See subsection B. 1 for a discussion of the possible significance of certain types of deviations.

## 4. A detailed example

The age distribution from the 1960 census of Brazil is used to illustrate the application of the evaluation procedure (see table 143).

The steps of the computational procedure are given below.

Step 1: calculation of cumulated age distribution.

Taple 143. AOE DESTRIBUTION and FITTED DIRTH-RATE ESTIMATES FOR MALES, BRAZIL, 1960

| 名 |  | $\begin{gathered} 1 g x \\ x \\ (3) \end{gathered}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0-4.............................. | 0.1625 | 5 | 0.1625 | 0.04114 |
| 5-9. | 0.1477 | 10 | 0.3102 | 0.04316 |
| 10-14. | 0.1227 | 15 | 0.4329 | 0.04337 |
| 15-19............................ | 0.0986 | 20 | 0.5315 | 0.04253 |
| 20.24 ............................. | 0.0855 | 25 | 0.6:70 | 0.04202 |
| 25-29 ............................ | 0.0727 | 30 | 0.6897 | 0.04151 |
| 30-34 ............................ | 0.0644 | 35 | 0.7541 | 0.04137 |
| 35-39 ............................. | 0.0563 | 40 | 0.8104 | 0.04147 |
| 40-44. | 0.0474 | 45 | 0.8578 | 0.04159 |
| 45-49 ............................ | 0.0398 | 50 | 0.8976 | 0.04186 |
| 50-54. | 0.0317 | 55 | 0.9293 | 0.04203 |
| S5-59............................ | 0.0235 | 60 | 0.9528 | 0.04163 |
| 60-64 ............................ | 0.0206 | 65 | 0.9734 | 0.04503 |
| 65+.............................. | 0.0266 | $\omega$ | 1.0000 | - |

Column (2) of table 143 presents the recorded five-year age distribution of the male population of Brazil in 1960. Note that the raw census counts are not presented and that the proportions listed in column (2) refer only to five-year age groups. Therefore, although it is no longer necessary to divide by the total male population, the desired $C(x)$ must still be obtained by adding the proportions in column (2). For example, $C(25)$ is obtained as

$$
\begin{gathered}
C(25)=0.1625+0.1477+0.1227+ \\
0.0986+0.0855=0.6170 .
\end{gathered}
$$

The full set of $C(x)$ values is shown in column (4) of table 143.

Step 2: estimation of a set of representative birth rates at mortality level 13 of the Coale-Demeny model stable populations. Calculation of the values of representative birth rates, $b(x)$, identifying the West model stabie populations at level 13 having the same $\boldsymbol{C ( x )}$ values as those of Brazilian males is carried out by interpolating linearly (see annex IV) between the printed model stable populations (in this case, those refersing to males are used). To illustrate the process followed, $b(25)$ is calculated here, that is, the birth rate in the male stable population at level 13 having a $C(25)$ identical to the reported value. According to the printed West model stable populations for males at level $13,{ }^{6}$ a stable population with a birth rate of 0.03756 has a $C_{1}(25)=0.5813$, while that with a birth rate of 0.04230 has a $C_{2}(25)=0.6193$ (note that the printed stable population values have to be divided by 100 to conform with the conventions followed in this Mamual, while the printed birth rates need to be divided by 1,000 for the same reason). Therefore, to find the value of $b(x)$ corresponding to the observed $C(25)$ of 0.6170 , the interpolation factor $\theta$ is

$$
\theta=(0.6170-0.5813) /(0.6193-0.5813)=0.94 .
$$

Hence

$$
b(25)=0.06(0.03756)+0.94(0.04230)=0.04202 .
$$

The full set of $b(x)$ values estimated in this manner is shown in column (5) of table 143.

Step 3: plot of estimated birth rates against age and interpretation of results. Figure 18 shows a plot of the birth-rate estimates, $b(x)$, against age. It appears that, according to these estimates, the age distribution of the male population of Brazil in 1960 is fairly consistent with that of a stable population (the plotted points do not deviate markedly from a horizontal line). However, the reconded age distribution is not entirely free from distortions. For example, the relatively high $b(x)$ values observed at ages 10 and 15 imply that males older than those ages have been reported as younger, and some distortions are also evident at older ages. Yet, as the exam-

[^79]
ples that appear in the next section prove, the observed distortions are minimal; and, in and by themselves, they would not be sufficient to preclude the use of estimation methods based on model stable populations in this case.

## 5. Typical patterns of the birth-rase estimates

The evalustion procedure described in this section was applied to a series of reported and model stable populations in order to ascertain whether typical patterns of the birth-rate estimates, $b(x)$, with respect to age could be identified. The seven panels of figure 19 show plots of the $b(x)$ estimetes obtianed in each case. They were all calculated by interpolating between the female model stable populations generated by a West model life table at level 13. Panel A of figure 19 shows the values of $b(x)$ for populations that are genuinely stable, or nearly so, and that are not much distorted by agemisreporting. Two of the sets of $b(x)$ values in this panel are derived from model stable populations. The
stable populations selected have values of life expectancy at birth of 40 and 60 years, respectively, instead of the expectation of $i \mathrm{ffe}$ of 50 years of the reference stable population of level 13. These examples illustrate the type of deviations from a horizontil line that may be expected solely on account of selecting an inappropriate mortality level as a basis for comparisons. As stated above in subsection B.l, such deviations are minor and follow a systematic pattern with respect to age.

It is appropriate to add at this stage that, in the discussion that follows, age-misreporting is implicitly assumed to be the main cause of deviations of the $b(x)$ sequence from the expected horizontal line. In certain populations, however, these deviations may, in fact, be mainly due to lack of stability or, as exemplified in panel $A$, to true discrepancies between the population's mortality pattern and that embodied by the model stable populations being used. Because it is difficuit, if not impossjble, to disentangle in practice the effects due to each of these phenomena (age-misreporting, lack of stability


Figure 19 (continuad)
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and inedequacy of the selected model), casting the discussion in terms of the most likely cause is both expeditious and acceptable, especially because, irrespective of their main couse, large deviations of the $b(x)$ sequence from a constant value suggest that the basic data may not be trustworthy and that "stable" estimates derived from them must be carefully assessed before being accepted.

Proceeding with the discussion of the curves displayed in panel A, note that two for populations that are very nearly stable and whose data are reliable, namely, Germany, and England and Wales, both in the late nineteenth century, have been included. These sets of $b(x)$ values, although not perfectly horizontal, vary within a narrow range. They serve to illustrate the case in which, even when the data are reliable, perfect agree-


Hewre is (continued)
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ment between the models and the observed data is not achieved.
In other panels, the $b(x)$ values derived from the age distributions of males and females are plotted separately. Age distributions for several countries are considered: India and Nepal; four populations in Africa; three populations in Latin America; and the Philippines. The $b(x)$ sequences for India and Nepal show deviations of similar magnitude and some similarities of patiern, particularly for females, to the sequences
for Africa (Angola, Ghana, Morocco and Senegal). The values of $b(x)$ for females in these populations have typically a local maximum at age 10 , followed by a steep descent to a low point at 20 , and then a gradual increase. For the males in these populations, the descent of $b(x)$ from 10 to 15 is less marked (or non-existent); and the lowest point is reached at age 25 instead of at age 20. A descending segment of $b(x)$ from $x$ to $x+5$ implies that this five-year age group comprises a lower proportion of the reported population than of the stable population


Fique 15 (conutinua)
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fitted to $C(x)$, and a rising segment implies that there is a higher proportion of the reported population in this five-year age interval than in the stable population with the same $C(x)$. Thus, the rise in the $b(x)$ sequences for India and Nepal from age 5 to age 10 implies a reported proportion in age group 5-9 higher than that in the stable population, and the universal dectine from 10 to 15 and from 15 to 20 for females implies that these two age groups ( $10-14$ and $15-19$ ) comprise a lower proportion of the reported than of the stable population. The low values at 20 and 25 imply a substantial upward
transfer (caused by age-misreporting) across these two age boundaries.

The $b(x)$ sequences for selected male and female populations from Latin America and the Philippines show less extreme ups and downs than do the sequences for the populations of Africa and other countrics of Asia. Moreover, their overall pattern is wholly different The value of $b(15)$ for males is usually a local maximum, and the sequence of values above age 15 for mates usually follows a downward trend. If this downward trend is the effect of age misstatement, it implies

that there is a progressively greater tendency for males to overstate age. The values of $b(x)$ for females in Brazil and the Philippines follow an upward trend from the earliest point to age 50 or higher. This upward trend may be caused either by a progressively greater understatement of age as age increases or by a higher omission rate among older females. The fairly regular pattern of deviations with respect to age also suggests that other phenomena, such as a discrepancy between the model and the true patterns of mortality, may be responsible for their existence. However, in spite of these distortions, it is clear that the age distributions reported by populations in Latin America are less imegular than those reported in Africa or in India.

The examples displayed in this section show that, in the seriously distorted age distributions reported for populations of Africa or South Asia, there is typically an understated proportion of females in the age interval from 10 to 14, as evidenced by the steep negative slope of $b(x)$ from 10 to 15 in the female populations shown in panels C and E of figure 19. It also appears that there is often an upward transfer across age 15 because of age-misreporting in these female populations. It is probable that such misstatement arises because the interviewer has to estimate the age of young women: in cases where the woman interviewed has passed puberty, and especially when she is already married, her age is likely to be estimated as 15 or over.

In contrast, the value of $b(x)$ for males in the Asian populations shown in panel B does not decline much if at all, from 10 to 15 ; and for the populations of Africa (panel D), the decline is less sharp than for females.

This discussion suggests that for South Asian populations, $C(15)$ for both sexes combined may be a good choice as the age-distribution parameter to which a stable population is fitted, since it appears that the ten-
dency for males to be transferred downward across age 15 is balanced, to some extent, by a tendency for females to be transferred in the other direction. Furthermore, $C(15)$ for both sexes may be an appropriate choice for the pattern for Africa, since although there is no evidence in panels $\mathbf{D}$ and E that male and female errors around age 15 might balance each other, in both cases the point for 15 does seem to approximate the average of all the $b(x)$ values. However, there are exceptions: for the male population of Morocco, for example, $b$ (15) is clearly well above the average of all the $b(x)$ values. Thus, though C(15) may be a good starting-point for selecting a stable population, there is no guarantee that it will be the optimal choice; and a number of selections based on different $C(x)$ values may be required. In the sections that follow, however, the presentation of the estimation methods suggested is in terms of $C(15)$ for both sexes combined, but the principles involved may be applied to other $C(x)$ values if a detailed examination of the age distribution suggests that such an approach may be necessary.

## C. ESTIMATION OF FERTILITY FROM THE PROPORTION of The population under age IS and the probability of surviving to age 5

## 1. Basis of method and its rationale

The selection of a model stable population on the basis of the proportion of the population under age 15 (both sexes) and the probability of surviving to age 5 , $l(5)$, in order to estimate the birth rate, has several of the desirable properties identified in subsection A.1. The proportion under age 15 for both sexes combined is often less affected by age-misreporting than other points on the cumulated age distribution, although it must be conceded that in some circumstances, when there are
high omission rates of young children or when certain problems arise at the time of interview (as, for instance, when heaping concentrates at age 14 as a result of women trying to avoid being interviewed individually in surveys where the target population is that aged from 15 to 49), C(15) can be either too low or too high. Therefore, although fairly robust to the effects of typical agemisreporting patterns, the estimation methods based on $C$ (15) may still yield biased estimates in particular situations. Hence, a careful evaluation of the accuracy of $C(15)$ is recommended before these methods are applied.
The use of $1(5)$ as an indicator of mortality in childhood also enhances the overall robustness of this method. As described in chapter III, $l(5)$ can be estimated from the proportion of children surviving among those ever borne by women aged from 30 to 34 (or duration of marriage of $10-14$ years). This estimate of mortality is usually fairly reliable; and when mortality has been changing, it refers to a period located some six or seven years before the time of the interview, about the appropriate time reference for estimating the average birth rate during the 15 years preceding enumeration.

Thirdly, model stable populations identified on the basis of values of $C(15)$ and $l(5)$ from the four families of Coale-Demeny models have nearly the same birth rate and the same total fertility. Such consistency does not extend to stable populations from the different models having the same $C(15)$ and rate of increase. For example, in model stable populations with a $C(15)$ value of 0.4195 and an $l(5)$ of 0.8185 , the birth rate ranges only from 0.0408 to 0.0414 ; and total fertility varies only from 5.70 to 5.89 (to calculate these total fertility rates, the mean age of the fertility schedule was assumed to be 29 years and the sex ratio at birth used was 105 male births per 100 female births). On the other hand, in model stable populations with the same value of C(15) ( 0.4195 ) and a rate of increase of 0.025 , the birth rate ranges from 0.0408 to 0.0440 and total fertility varies from 5.70 to 6.22 .

Lastly, and most surprisingly, the selection of a model stable population on the basis of $C(15)$ and $l(5)$ provides an estimate of the birth rate that closely matches the average birth rate during the 15 years preceding enumeration, even when the population in question is far from stable.
The remarkable accuracy of this approximation in the case of non-stable populations can be explained in heuristic terms by viewing the estimation of a stable birth rate from $C(15)$ and $l(5)$ as a form of reverse projection yielding an estimate of the average birth rate during the 15 years preceding the time of enumeration. In a stable population, the average birth rate during this period is, of course, the same as the current birth rate, but it could be estimated from the stable age distribution by the conventional procedure of reverse projection. The number of births in the period, estimated by reverse projection to birth of the population in each age interval under 15 , divided by the number of person-years lived
during the period by the total population (estimated by reverse projection of the current population using the stable rate of natural increase), would yield the desired birth-rate estimate. For a non-stable population, the equivalent calculations would involve the same reverse projection to birth of the persons in each five-year age group in the 0-14 range, and the division of the resulting total number of births by the total population reverseprojected according to the actual rate of increase.

A stable population selected so that its parameters match the observed $C(15)$ and $l(5)$ values must incorporate a life table with $l(x)$ values up to age is that are fairly similar to those characterizing mortality in the given population over the preceding 15 years or so. The reported population under 15 may be allocated to the three five-year age groups in the $0-14$ range in a different way than that of the fitted stable population, but because of the low mortality rates that usually characterize these ages (at least from age 3 to age 14), the differences in the age distribution under 15 between the reported and the stable populations should have only a slight effect on the number of births calculated by reverse projection. Thus, the fitted stable population may be expected to provide an adequate representation of the numerator of the birth rate, that is, the number of births in the preceding 15 years.

A more important difference is likely to affect the denominator; and it arises from differences between the observed and the stable rates of increase, especially if there has been a recent change in fertility. In such an instance, the stable population fitted to the observed $C(15)$ and $l(5)$ values is unlikely to have the same growth rate as the reported population had over the preceding 15 years; in general, the stable population has a lower growth rate. Continuing with the analogy to reverse projection, the birth rate of the stable population could be improved, as an estimate of the true average birth rate over the preceding 15 years, if an adjustment were made for the difference between the true and the stable growth rates in order to estimate more accurately the denominator of the birth rate. If the stable growth rate is lower than the true growth rate, according to the reverse-projection analogy, it would result in somewhat too high an estimate of the person-years lived by the population over the preceding 15 years, which in tum would give rise to too low an estimate of the birth rate. Thus, the birth rate can be adjusted upward by multiplying it by the ratio of the number of person-years lived implied by the stable growth rate to the true number of person-years actually lived by the reported population, that is, by $N_{o} \exp \left[-7.5 r_{s}\right] / N_{o} \exp \left[-7.5 r_{o}\right]$, where $N_{o}$ is the total reported population; $r_{s}$ is the stable growth rate; and $r_{o}$ is the reported growth rate. If the difference between the true average growth rate over the preceding 15 years and the growth rate of the fitted stable population is 0.002 (say, a true value of 0.022 against a stable value of 0.020 ), for instance, the adjustment for the denominator can be made directly to the birth rate of the fitted stable population, multiplying it by the factor $\exp [7.5(0.022-0.020)]$. The adjustment would thus be about I.S per cent upward. A similar procedure should
also prove effective in cases of destabilization resulting from mortality change. It should be pointed out, however, that the adjustment does not always improve the initial estimate of the birth rate, particularly in the case of very recent fertility change. Further, the adjustment may not be suitable in practice if the reported growth rate is distorted by changes in enumeration completeness.
Table 141 shows the results obtained when this estimation procedure was applied to several populations with accurate birth registration. The average birth rates estimated from $l(5)$ and $C(15)$ are compared with the average birth rates registered during the 15 -year period preceding each census. In the first part of table 141,l(5) has been estimated from data on children ever born and surviving. In the second part, covering countries for which such data are not available, the value of $l(5)$ has been taken from official life tables referring approximately to the period 7.5 years before each census. In these cases at least, the procedure yields very good estimates of the birth rate for populations that are clearly not stable.

## 2. Data required

The following data are required for this method:
(a) The enumerated population classified by five-year age group and by sex. Striclly speaking, only the population of both sexes under age 15 and the total population enumerated are required. However, in order to assess the quality of the data (for example, by using the procedure described in section B), further classification by sex is necessary;
(b) An estimate of $l(5)$ for both sexes combined referring approximately to the period between six and eight years before the time of enumeration. (Refer to chapter III for methods yielding this estimate from data on children ever born and surviving.);
(c) An estimate of net migration during the period preceding the time at which the population was enumerated. If net migration is substantial, stable population analysis should be carried out only after the reported age distribution has been adjusted for its effects;
(d) An estimate of the sex ratio at birth;
(e) An estimate of the growth rate during the 15 years or so preceding enumeration (this estimate is necessary only if there is evidence suggesting that the reported population is not approximately stable and if, as a result, an adjustment of the stable birth rate for the difference between the reported and stable growth rates is desirable).

## 3. Computational procedure

Step 1: calculation of proportion under age 15 for both sexes. The calculation of this proportion, $C(15)$, is carried out according to the general principles described in step I in subsection B.3. Essentially,

$$
\begin{equation*}
C(15)=\left({ }_{5} N_{0}+{ }_{5} N_{5}+{ }_{5} N_{10}\right) / N \tag{C.I}
\end{equation*}
$$

where $N_{x}$ is the population of both sexes aged from $x$
to $x+4 ;$ and $N$ is the total enumerated population (excluding those of unknown age).

Step 2: identification of a mortality level consistent with the probability of surviving to age 5 . The desired mortality level is identified by interpolating linearly (see annex IV) between the probabilities of surviving to age $5, l(5)$, listed in annex VIII for the mortality pattern selected as most suited for the country concerned. Note that the mortality level should be found for males or females, but not for both sexes combined, since although $l(5)$ refers to both sexes combined, identification of a mortality level is carried out using the tables referring to a given sex (male or female). The reason for this procedure is that model stable populations referring to both sexes combined are not published in the Coale-Demeny volume.?

Step 3: identification of the stable population with the same probability of surviving to age 5 and proportion under. age is as the reported population. Using the mortality level identified in step 2 and the selected family of models for a given sex (male or female), two populations at the estimated mortality level are found whose proportions under age 15 enclose the reported $C(15)$ for both sexes, denoted by $C_{0}(15)$, in the sense that $C_{1}(15), \leqslant C_{0}(15)<C_{2}(15)$. Once identified, interpolation between the parameter values of the two stable populations yields the required stable estimates (the birth rate, the growth rate and the death rate, for example). Note again that, although the observed $C_{o}(15)$ refers to both sexes combined, interpolation is carried out only within the stable populations referring to one selected sex (male or female). This procedure implies that one is assuming the underlying pattern of mortality of both sexes of the population under study to be similar to either the male or female model chosen as reference.

Step 1: calculation of gross reproduction rate and of total fertility for the selected stable population. The population identified in step 3 refers to both sexes combined, so that the calculation of parameters that refer only to the female population is not straightforward. To obtain their values, it is necessary to identify the female stable population associated with that already selected for both sexes combined. A serviceable choice of a female stable population is made by estimating the female birth rate as

$$
\begin{equation*}
b_{f}=b_{i} \frac{B_{f} / B_{i}}{N_{f} / N_{i}} \tag{C.2}
\end{equation*}
$$

where $b_{1}$ is the estimated birth rate for both sexes combined; $B_{f} / B_{1}$ is the proportion of births that are female ( $B$ stands for the number of births); and $N_{f} / N_{t}$ is the proportion of the population that is female ( $N$ stands for number of persons). The proportion of female births can be taken as about 48.8 per cent of the total, except in. tropical Africa, or in populations of primarily African origin, where a proportion of about 49.3 per cent should

[^80]be used. The proportion female in the population can be taken from the census, unless sex sclective omission is evident.

Note that $B_{f} / B_{i}$ can also be written as

$$
\begin{equation*}
B_{f} / B_{t}=1.0 /(1.0+S R B) \tag{C.3}
\end{equation*}
$$

where $S R B$ is the sex ratio at birth defined as the number of male births per female birth. Therefore, knowledge of $S R B$ and of the total male and female population counts is sufficient to calculate $b_{f}$ from $b_{i}$.

Once $b_{f}$ is available, using the mortality level identified in step 2, the value of the gross reproduction rate, $G R R$, can be estimated by interpolation within the female set of stable populations of the family being used. However, the printed model stable populations give only estimates of the gross reproduction rate for certain mean ages of the fertility schedule. It is recommended that a first estimate of this rate be calculated by setting this mean age, $\mu$, to 29 . Then if $\mu$ can be more accurately estimated for the population in question (see annex III), the preliminary $\operatorname{GRR}(29)$ estimate can be adjusted by using the following relation:

$$
\begin{equation*}
\operatorname{GRR}(\mu)=\operatorname{GRR}(29) \exp (\mu-29)(r+\delta(\mu))] \tag{C.4}
\end{equation*}
$$

where $\delta(\mu)$ is the death rate at $\mu$ and is estimated as

$$
\begin{equation*}
\delta(\mu)=0.5\left({ }_{s} M_{25}+{ }_{5} M_{30}\right) \tag{C.5}
\end{equation*}
$$

where ${ }_{5} M_{x}$ is the central death rate for females aged from $x$ to $x+4$ in the life table at the level identified in step 2.

Lastly, an estimate of total fertility is obtained as

$$
\begin{equation*}
T F=G R R\left(1.0+B_{m} / B_{f}\right)=G R R(1.0+S R B) \tag{C.6}
\end{equation*}
$$

It should be mentioned that step 4 should not be carried out if there is evidence suggesting that the population being studied is not approximately stable, since the estimates obtained according to the procedures described in this step refer only to a stable population. Therefore, especially when fertility has been declining, these estimates may be misleading.

Step 5: adjustment of stable birth-rate estimate when the population is not truly stable. If there is evidence suggesting that the population has experienced important fertility and mortality changes, the stable birth rate obtained in step 3 cannot be considered an adequate estimate of the corresponding parameter of the true population. Fortunately, if the average growth rate of the population during the 15 years or so preceding the time of enumeration is known, the stable birth rate estimate may be adjusted for the effects of declining fertility. As in other instances, the required growth rate is estimated on the basis of population counts at different points in time. The equation used to calculate it is

$$
\begin{equation*}
r_{0}=\left[\ln \left(N_{2}\right)-\ln \left(N_{1}\right)\right] /\left(l_{2}-l_{1}\right) \tag{C.7}
\end{equation*}
$$

where $N_{i}$ is the total population enumerated at time $t_{i}$ (including those of unknown age).

When $r_{0}$ is different from the stable growth rate, $r_{s}$, estimated in step 3, the stable birth-rate estimate also obtained in thrat step can be adjusted by

$$
\begin{equation*}
b^{*}=b_{s} \exp \left[7.5\left(r_{o}-r_{s}\right)\right] \tag{C.8}
\end{equation*}
$$

## 4. A detailed example

The case of Brazil in 1960 is used as an example. A census with 1 September as reference date was carried out in that year. Its results have already been used in chapter III, subsection E. 4 (b) to obtain estimates of child mortality. Furthermore, the reliability of the reported age distribution of the male population was assessed above in subsections B. 4 and B.5. As is often the case, the proportion under age 15 for males appears to be overstated, while there is no unambiguous bias in the female $C(15)$ (see panels $F$ and $G$ of figure 19). Hence, there seems to be no reason for fitting a stable population to any $C(x)$ in preference to $C(15)$; but, bearing in mind that errors in the male and female $C(15)$ values may not cancel each other out in this case, for illustrative purposes the method described in this section is applied.

The steps of the computational procedure are given below.

Step 1: calculation of proportion under age 15 for both sexes. Table 144 presents the basic population counts in the form of cumulated numbers of persons under selected ages. Classification by sex is available. According to this table,

$$
{ }_{15} N_{0}=15,157+14,757=29,914
$$

while

$$
N=35,012+35,083=70,095
$$

so that

$$
C(15)=29,914 / 70,095=0.4268 .
$$

Table 144. Population under exact aotex, $N(x-)$ by sex. Brazil, 1960
(Thousands)

| $\begin{aligned} & A_{x} \\ & \text { (i) } \end{aligned}$ | Prminum melo exatrep $x$ |  |
| :---: | :---: | :---: |
|  |  |  |
| S................................. | 5688 | 5506 |
| 10................................. | 10859 | 10494 |
| 15.................................. | 15157 | 14757 |
| 20................................... | 18609 | 18480 |
| 25.................................. | 21602 | 21724 |
| 30................................. | 24147 | 24425 |
| 35................................. | 26401 | 26691 |
| 40.................................. | 28375 | 28684 |
| 45.................................. | 30033 | 30263 |
| 50................................. | 31426 | 3) 584 |
| Total | 35012 | 35083 |

Step 2: identification of a mortality level consistent with the probability of surviving to age 5. The estimation of child mortality from data on children ever born and surviving collected during the 1960 census of Brazil, was carried out in chapter III, subsection E. 4 (b). Table 79 in that chapter contains the raw data, while table 80 shows the resulting child mortality estimates. The estimate of $l(5)$ for both sexes combined is 0.8222 . In subsection E. 4 (b) of chapter III, it was stated that if the sex ratio at birth of the Brazilian population is assumed to be 1.05 male births per female birth, this value of $1(5)$ is consistent with level 13.6 of the West model life tables for both sexes combined. However, if in the application of the methods described in this chapter one were to use consistently life tables for both sexes combined, it would be necessary to generate new stable populations using those life tables, since the Coale and Demeny tables refer only to males or females separately. Given the robustness of the methods described here to variations in the model patterns of mortality (see section C.1), it does not seem necessary to insist on absolute consistency by using stable populations referring to both sexes combined. It is more expedient and scarcely less satisfactory from the point of view of the accuracy of the estimates obtained to use the sex-specific model stable populations published in the Coale-Demeny set as if they were adequate representations of the experience of both sexes combined. This approach is equivalent to assuming that if, for example, only the female tables are used, the mortality pattern embodied in the female life tables is an adequate representation of the mortality pattem prevalent in the whole population (both sexes combined). In the case of the method at hand, this assumption is more satisfactory than it would appear at first sight because only the mortality up to age 15 is of major importance; and for the age range $0-14$, differences between the mortality pattern for both sexes combined and those for each one separately are relatively small.
In the case of Brazil in 1960, the female life tables for model West are assumed to be adequate representations of true mortality patterns. Accordingly, the model I(5) values listed in table 236 (see annex VIII) are used to identify the mortality level corresponding to the observed value of 0.8222 . As usual, linear interpolation is used (see annex IV) to find this level. The process involves searching the values listed under label " $l(5)$ " in table 236 for two values that enclose the observed $l(5)$. In this case, they are $l_{13}(15)=0.81848$ and $l_{14}(15)=0.84106$, where the subindices indicate the level
with which each value is associated. Then, the interpolation factor $\boldsymbol{\theta}$ is obtained as

$$
\theta=(0.82220-0.81848) /(0.84106-0.81848)=0.16
$$

Hence, the female West level desired is $\mathbf{1 3 . 1 6}$.
Step 3: identification of the stable population with the same probability of surviving to age 5 and proportion under age is as the reported population. The first task in this step is to calculate the values of the proportion under age 15, C(15), at level 13.16 for West female stable populations with different birth rates (or growth rates). Referring to the printed stable age distributions, one finds that at level $13, C_{1}(15)=0.4195$ for a population with an annual growth rate of 0.025 , and $C_{2}(15)=0.4539$ for a population growing annually at a rate of 0.030 . The corresponding values at level 14 are $\hat{C}_{j}(15)=0.4141$ and $\hat{C}_{2}(15)=0.4487$. Hence, in order to obtain the corresponding estimates at level 13.16, one uses the interpolation factor $\boldsymbol{\theta}$ of 0.16 as follows:

$$
\begin{aligned}
& C_{i}^{*}(15)=0.84(0.4195)+0.16(0.4141)=0.4186 \\
& C_{2}^{*}(15)=0.84(0.4539)+0.16(0.4487)=0.4531
\end{aligned}
$$

where the superindex *indicates that the $C(15)$ values correspond to level 13.16. It remains to find the growth rate and birth rate with which the reported $C(15)=0.4268$ is associated. Note that the $C^{*}(15)$ estimates presented above enclose the reported value as desired. The reported $C(15)$ is used to interpolate between the $C^{*}(15)$ values, the necessary interpolation factor being

$$
\theta=(0.4268-0.4186) /(0.4531-0.4186)=0.24
$$

The growth rate associated with the reported $C(15)$ is found using $\Theta$ :

$$
r_{s}=0.76(0.025)+0.24(0.030)=0.0262 .
$$

Table 145 shows some of the intermediate results of these calculations. It also gives the estimates of the birth rate. Those at level 13.16 for growth rates 0.025 and 0.030 are obtained exactly in the same way as the $C^{*}(15)$ estimates given above. The birth rate for $r_{s}=0.0262$ is then calculated as

$$
b_{s}=0.76(0.04051)+0.24(0.04538)=0.04168 .
$$

Table 145. Identification of the stable population detekmaned ay the reforted mofortion under age 15 at Level 13.16, Banzl., 1960

| Crown (i) | Finele monaly dewh Wer maty |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 31.0 |  | 14.0 |  | 13.86 |  |
|  |  | $\begin{gathered} \text { amn } \\ \text { (j) } \end{gathered}$ | Properten ( $\mathrm{H}, \mathrm{Cl}(\mathrm{B})$ (1) | $\begin{aligned} & \text { yonk } \\ & \text { (is) } \\ & \hline \end{aligned}$ |  | $\begin{gathered} \text { aph } \\ \text { an } \\ \hline 17 \end{gathered}$ |
| 0.0250............ | 0.4195 | 0.04076 | 0.4141 | 0.03921 | 0.4186 | 0.04051 |
| 0.0300............ | 0.4539 | 0.04565 | 0.4487 | 0.04398 | 0.4531 | 0.04538 |
| 0.0262............ | - | - | - | - | 0.4268 | 0.04168 |

This value is therefore the stable estimate of the birth rate.
Slep 4: calculation of grose reproduction rate and of total fertility for the selected stable population. As is shown in the next section, the stable population identified in step 3 is not an adequate representation of the Brazilian population in 1960 . Hence, it makes no sense to calculate at this point other parameters of this stable population, because they are not likely to be acceptable as estimates for the actual population. For this reason, the application of step 4 is deferred (see subsection C.5).

Step 5: adjustiment of stable birth-rate estimate when the popudation is not truly stable. Brazil carried out censuses on 1 July 1950 as well as on 1 September of 1960, and they yielded total population counts (including persons of unknown age) amounting to $51,916,000$ and 70,119,000 persons, respectively. Hence, the 1950-1960 intercensal growth rate is calculated as follows:

$$
r_{0}=\ln [70,119 / 51,976] / 10.167=0.0295
$$

This growth rate is evidently much higher than that estimated in step 3 for the fitted stable population. Such a discrepancy suggests either that the Brazilian population was not stable, as a result of mortality or fertility changes the influence of which on the estimated birth rate must be taken into account, or that some other methodological problems may exist. Ignoring for the moment the possibility of the latter situation, for the sake of illustration, an adjusted birth rate is calculated by using equation (C.8) as follows:

$$
\begin{aligned}
b & =b_{s} \exp \left[7.5\left(r_{o}-r_{s}\right)\right] \\
& =0.04168 \exp [7.5(0.0295-0.0262)] \\
& =0.04272
\end{aligned}
$$

## 5. Comments on the detailed example

Several remarks must be made about the example just presented and, as will be seen, some will lead to the complete modification of the estimates found above. The first comment, however, is mostly of a methodological nature and refers to the question whether male or female model stable populations should be used in applying this method. In the case just analysed, if the male West model stable populations had been used, the observed /(5) for both sexes combined would have implied a mortality level of 13.97, and the preliminary estimates of the stable birth rate and growth rates would have been 0.04155 and 0.0260 , respectively. Adjustment of the former by $\exp [7.5(0.0035)]=1.0265$ would have yielded a final birth rate estimate of 0.04265 , in which the first three significant figures agree with those of the estimate obtained in step 5 by using the female models. This is yet another example of the robustness of the estimation procedure to changes in the model mortality pattern used.

Next to be considered is an evaluation of the estimates obtained. The difference between the estimated stable
growth rate of 0.0262 and the intercensal growth rate of 0.0295 could arise either because the 1960 census was more complete than the 1950 census, or because the West mortality pattera is an inadequate representation of the mortality of the Brazilian population (higher growth rates would be expected in populations with a given $C(15)$ subject to heavier mortality below age 5 and lower mortality above age 5 than those embodied by the West model).

To assess the influence that the selection of a certain mortality model has on the final estimates and to explore the fits of other models, the estimation process is repeated using the South model. The first step is to obtain adequate child mortality estimates also referring to the South model. The appropriate coefficients given in table 47 (see chapter III) and the observed $P(1) / P(2)$ and $P(2) / P(3)$ ratios given in table 80 (see chapter III), together with $D(4)$, are used to obtain the required estimate of $l(5)$. Its value for both sexes is 0.8201 , implying a mortality level of 14.85 in the female tables. Repeating step 3 with the South family, the preliminary estimate of the birth rate obtained from $C(15)$ at level 14.85 is 0.04231 , and the corresponding estimate of the growth rate is 0.02859 . Had male stable populations been used instead of female, the corresponding results would have been 0.04221 and 0.02805 , showing that the choice between the sex-specific stable models is not important. This growth rate is comfortingly close to the intercensal growth rate, implying an adjustment factor of only 1.0068 for the stable birth rate, the adjusted birth rate estimate being therefore 0.04260 . The fact that this adjusted estimate virtually coincides with that obtained earlier using a different mortality model illustrates again the robustness to choice of mortality pattern of the method that uses I(5), $C(15)$ and $r$ to estimate the birth rate. A very accurate estimate of the birth rate is possibe (assuming, of course, that the underlying data are correct), regardless of whether the population is stable and without regard to the family of model stable populations employed in the calculation. In addition, the high level of agreement between the intercensal rate of increase and the estimated stable growth rate when the South family of stable populations is used supports the suitability of this model as a good representation of mortality patterns in Brazil during the 15 -year period preceding 1966, provided, of course, that the intercensal estimate of the growth rate may be considered reliable.

Having established a best estimate of the birth rate for the Brazilian population during the 15 years or so preceding 1960, the rest of this section is devoted to the estimation of other parameters of the population being studied from those of the fitted stable population. For this purpose, step 4 of the detailed example is again presented below.

Step 4: calculation of gross reproduction rate and of total fertility for the selected stable population. To estimate total fertility and the gross reproduction rate, it is necessary to identify a female stable population consistent with the observed population. This identification is based on the estimated (5) for both sexes combined, the female birth rate implied by the final birth rate estimate
( $b=0.0426$ ), the sex ratio at birth and the sex ratio of the reported population. If one assumes that the sex ratio at birth is 1.05 male births per female birth, 48.8 per cent of all births are female, and since the fraction of the reported population that is female is

$$
N_{f} / N=35,083 /(35,012+35,083)=0.5005
$$

the birth rate for females is

$$
b_{f}=(0.0426)(0.488) / 0.5005=0.0415
$$

Similarly, that for males is

$$
\begin{aligned}
b_{m} & =(0.0426)(1.0-0.488) /(1.0-0.5005) \\
& =(0.0426)(0.512) / 0.4995=0.0437 .
\end{aligned}
$$

The estimated /(5) for both sexes is 0.8201 (based on the South model) and it implies mortality level 15.20 in the South model life tabjes for both sexes combined given the assumed sex ratio at birth (see table 232 in annex VIII). The female stable population of the South family with a mortality level of 15.20 and a birth rate of 0.0415 is found to have a $\operatorname{GRR}(29)$ of 2.89 female births per woman (for details on the interpolation process leading to this estimate, see table 146). The value of 29 indicates that this estimate of the gross reproduction rate is dependent upon the assumption that the mean age of childbearing, denoted by $\mu_{h}$ is 29 years in Brazil. Although the data necessary to obtain a direct estimate of $\mu$ for Brazil are not available, estimation method 1 described in annex III was used to obtain an estimated value of 29.1 years on the basis of the observed $P(3) / P(2)$ ratio (see table 80 in chapter III). Because of

TADLE 146. EsTMMATION OF THE OROSS REPRODUCTION RATE OY INTERPOLATION HETWERN THE PEMALE, SONTH MODEL STABLE POPULATIONS, BRAZ1L, 1960

| Atartigy |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15 |  | 16 |  | 15.2 |  |
|  |  | min |  | and |  |
| 0.03859 | 2.653 | 0.03730 | 2.564 | - | - |
| 0.04348 | 3.045 | 0.04208 | 2.944 | * | - |
| 0.04150 | 2.888 | 0.04150 | 2.898 | 0.04150 | 2.890 |

the approximate nature of this estimate of $\mu$, the rounded value, 29 , was judged to be an adequate approximation in the estimation of the gross reproduction rate. Total fertility, TF, is estimated by dividing GRR, the average number of female births per woman, by the proportion of female births:

$$
T F=G R R / 0.488=5.92 .
$$

That is, a Brazilian woman living to the end of her reproductive life would have had, on average, about six children, given the fertility rates in operation during the 15 years prior to 1960 . It must be stressed, however, that while the final estimate of the birth rate for both sexes ( 0.0426 ) is fairiy reliable, those of the gross reproduction rate and total fertility are less so, in part because of uncertainty about the sex ratio of the population and in part because of doubts about the assumed age pattern of fertility. Their values should therefore be interpreted with caution.
D. Estimation of the expectation of life at age 5 and of the death rate over age 5 From the PROPORTION UNDER AGE 15 AND THE RATE OF INCREASE

## 1. Basis of method and its rationale

Earlier in this chapter, it was noted that the birth rate in stable populations from different sets of model tables
is much the same for given values of $C(15)$ and $l(5)$ but not in model stable populations with given values of $C(15)$ and rate of increase. The reason for the superiority of $1(5)$ in identifying stable populations with the same birth rate is that child mortality is the basic determinant of the relation between $C(15)$ and the birth rate. On the other hand, mortality over all ages helps determine the overall death rate, and hence the rate of increase when the birth rate is given. Sets of model life tables (and actual mortality schedules as well) differ most markedly in the relation they embody between mortality rates in childhood and mortality rates at older ages.

Two parameters whose values are very similar in stable populations having the same $C(15)$ and rate of increase are the death rate over age 5 and the expectation of life at age 5 . Stable populations having the same proportion under age 15 have nearly the same proportion reaching age 5 annually, or nearly the same "birth rate" into the population aged 5 and over. Since the death rate in any closed population is the birth rate minus the growth rate, stabie populations with the same $C(15)$ and the same rate of increase have very nearly the same death rate over age 5 and the same expectation of life at age 5, though they may have rather different age patterns of mortality. Table 147 shows the death rate over age 5 and the expectation of life at age 5 in model stable populations from the North, South, East and Weast sets, when the proportion under age 15 is 0.4195 and the growth rate is $\mathbf{0 . 0 2 5}$. Whatever the set of model life

Table 147. Death rate over age 5 and expectation of life at age 5 in selected model stable MORLLATIONS WITH A PROPOATION UNDER AGE 15.C(15) OF 0.4195 AND A RATE OF INCREASE, $r$, OF 0.025

| Mortity (1) |  |  |  | Dowh nowt owr cres |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Wate } \\ & \text { (2) } \end{aligned}$ | $\begin{gathered} \text { Finote } \\ \text { (3) } \end{gathered}$ | $\begin{aligned} & \text { Soch sexes } \\ & \text { (4) } \end{aligned}$ | $\begin{aligned} & \text { Maft } \\ & (3) \end{aligned}$ | Fomale (6) | Bont mex (7) |
| North ............. | 55.7 | 56.1 | 55.9 | 0.0104 | 0.0104 | 0.0104 |
| South ............. | 55.9 | 56.5 | 56.3 | 0.0101 | 0.0100 | 0.0101 |
| East ............... | 55.3 | 55.7 | 55.4 | 0.0102 | 0.0102 | 0.0102 |
| West.............. | 55.2 | 55.9 | 55.6 | 0.0102 | 0.0102 | 0.0102 |

tables, and whether the stable population is male or female, the two summary measures of mortality over age 5 are fairly similar if $C$ ( 15 ) and $r$ are specified. In other words, for populations that are approximately stable, if the proportion under 15 and the intercensal rate of natural increase are accurately recorded, the choice of a model stable population on the basis of $C(15)$ and $r$ provides a robust estimate of overall mortality over age 5 , at least for the range of mortality patterns covered by the four Coale-Demeny families.
It is important to emphasize, however, that the requirements outined above, namely, that the population be approximately stable and that $C(15)$ and $r$ be accurately recorded, are necessary to assure the validity of the mortality estimates obtained. In other words, this method is fairly sensitive to deviations from stability and to errors in the basic data. In particular, the mortality estimates obtained by fitting a stable population to the $C(15)$ and $r$ of a population whose fertility has been declining will tend to underestimate the expectation of life at age 5 , and serious biases are also likely when either C(15) or $r$ are subject to error. Hence, in most cases, the results yielded by this method should be evaluated carefully in light of other evidence before being accepted as definite estimates of adult mortality.

## 2. Data required

The data required for this method are listed below:
(a) The population classified by five-year age group, and by sex. Strictly speaking, only the population under age 15 and the total population are required, but the availability of an age distribution further classified by sex makes possible the assessment of data quality (see section B);
(b) The total population at the time of the census and from at least one preceding census. Availability of population totals and age distributions at a series of dates provides evidence about the approximate stability of the population;
(c) An estimate of net migration during, at least, the most recent intercensal period. If net migration is substantial, the reported population will have to be adjusted before the method is applied.

## 3. Computational procedure

The steps of the computational procedure are described below.
Slep 1: calculation of reported proportion under age 15. This proportion, $C(15)$, is calculated as the population aged $0-14$ divided by the total population with recorded
age. Those of unknown age should not be included in the denominator.

Step 2: calculation of intercensal growth nate. The annual rate of increase of the population during the intercensal period is calculated as

$$
\begin{equation*}
r_{o}=\left[\ln \left(N_{2}\right)-\ln \left(N_{1}\right)\right] /\left(t_{2}-t_{1}\right) \tag{D.1}
\end{equation*}
$$

where $N_{i}$ is the total population enumerated at time $t_{4}$. $N_{i}$ should include all persons, even those of unknown age, and the date $t_{i}$ should be expressed in terms of years, including a decimal portion.

Step 3: identification of the stable population with a proportion under age 15 and a growth rate equal to thase of the reported population. The stable population that exactly matches the reported proportion under age $15, C_{0}(15)$, and whose rate of growth, $r_{s}$, is equal to that estimated in step 2 must be identified. Since for a particular mortality pattern a model stable population is completely identified by a mortality level and a growth rate, the process of identification in this case consists only of estimating the mortality level associated with each pair of $C_{0}(x)$ and $r_{0}$ values. If model stable populations for all possible mortality levels and all possible growth rates were printed, identification would be carried out by simple comparison of observed and tabulated proportions. However, because the printed stable populations correspond only to selected mortality levels and growth rates, identification usually requires two linear interpolations (see annex IV) between the printed figures. These interpolations can be carried out in any order, but probably the simplest approach consists of interpolating first with respect to $r_{o}$ and then with respect to $C_{0}$ (15), as is shown in the detailed example.

Step 4: estimation of other demographic parameters. Once a level of mortality has been selected, its value in conjunction with the stable growth rate defines a stable population that approximates the reported population. Since most demographic measures associated with stable populations are easily obtained, these measures can be calculated for the fitted stable population and may be considered as estimates of true values. The actual computation of these parameters usually involves linear interpolation (see annex IV) with respect to two variables (first, with respect to the growth rate and then with respect to the level of mortality). Furthermore, when stable-population analysis is carried out using data for only one sex, estimates for the other sex may be obtained either by using the sex differentials embodied by the model stable populations themselves or from
knowledge of the sex ratio at birth and the actual sex ratio of the total population. The detailed example illustrates how these procedures are carried out in practice.

It must be recalled, however, that although a complete set of demographic parameters may be calculated for the fitted stable population, they will not all be equally relisble as estimates of the parameters underlying the reported population. According to the discussion in subsection D.1, at least es, the expectation of life over age 5 , and $d(5+)$, the death rate over age 5 , are
likely to be trustworthy. The calculation of other parameters, although possible, should pot be construed as leading necessarily to satisfactory estimates.

## 4. A detailed example

The population of Colombia in 1951 is analysed as an example of the estimation of demographic parameters from C(15) and r. A series of censuses has been held in Colombia during the tweatieth century. The dates and the total populations enumerated by them are shown in table 148.

TABLE 148. TOTAL POFULATION OF COLOMEUA. ACCOMDING TO ITS CENSUSES

| Come |  | TeN |  | $\begin{gathered} \text { Grometh } \\ \text { (s) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| 15 June 1905. | 1005.4548 | 4143632 | - | * |
| \$ Mar. 1912 ............ | 1912.1753 | 5072604 | 6.7205 | 0.0301 |
| 14 Oct. 1918 ... | 1918.7863 | 5855077 | 6.6110 | 0.0217 |
| 17 Nov. 1928 ............. | 1928.8795 | 7851000 | 10.0932 | 0.0291 |
| \$ June 1938 ............ | 1938.4274 | 8701816 | 9.5479 | 0.0108 |
| 9 May 1951............. | 1951.3534 | 11548172 | 12.9260 | 0.0219 |
| IS Juty 1964 ............. | 1964.5370 | 17484508 | 13.1836 | 0.0315 |
| 24 Oct. 1973 ............. | 1973.7890 | 21070115 | 9.2520 | 0.0202 |

Tarle 149. POPULATION DY aOE GROUP AND SEX, COLOMEIA, 1951 (Hundreds)

| $46$ | $\begin{aligned} & \text { Anta } \\ & \text { (2) } \end{aligned}$ | Frontis |
| :---: | :---: | :---: |
| 0-1....................... | 2097 | 2009 |
| 1-4............................ | 7416 | 7209 |
| 5-9.......................... | 7944 | 7690 |
| 10-14 .......................... | 6841 | 6578 |
| 15-19 ........................... | 5451 | 6054 |
| 20-24.......................... | 5324 | \$506 |
| 25-29 ......................... | 4093 | 4472 |
| 30-34 ........................... | 3423 | 3373 |
| 35-39 .......................... | 3176 | 3342 |
| 49-44 .......................... | 2485 | 2398 |
| 45-49............................ | 1936 | 1967 |
| 50.54...._m.................. | 1831 | 1756 |
| 55-59 ....................xum. | 1104 | 1057 |
| 60-64. | 1073 | 1169 |
| 65-69 .......................... | 615 | 633 |
| 70-74.......................... | 460 | 572 |
| 75-79..._...................... | 238 | 274 |
| 80-84 ............................. | 166 | 248 |
| 85+ ............................. | 120 | 187 |
| Total | 55793 | 56494 |

Table 149 shows the population by five-year age group and sex as enumerated by the 1951 census of Colombia, and table 150 shows the cumulated proportions, $C(x)$, at five-year intervals and the values of $b(x)$ estimated as described in subsection B. 3 using the female, West model stable populations of mortality level 13 as reference set. The values of $b(x)$ for each sex are plotted in figure 20. Both sequences are remarkably jevel, supporting the belief that the age distribution closely approximates that of a stable population. The female $b(x)$ sequence is less perfectly horizontal, rising slightly from relatively low values at 5,10 and 15 to a slightly higher plateau from 25 to 50 . The sequences of
$\boldsymbol{b}(\boldsymbol{x})$ values for the two sexes imply that the male age distribution may be more reliably recorded. In particular, $b(15)$ for males is representative of the sequence of the male $b(x)$ values, while $b(15)$ for females is a relatively low point in the female $b(x)$ sequence. In these circumstances, two sets of estimates should be constracted in an actual application, the conventionally recommended combination of $C(15)$ for both sexes combined and $r$, and an alternative that may, in this instance, be more valid: using $C(15)$ for males and $r$ for both sexes. However, since the purpose of presenting here the detailed calculations is illustrative, only the former procedure is applied.

Step 1: calculation of reported proportion under age 15. Using the data given in table 149, one finds that

$$
\begin{aligned}
{ }_{15} N_{0}= & 2,097+7,416+7,944+6,841+2,009+ \\
& 7,209+7,690+6,578 \\
= & 47,784
\end{aligned}
$$

and

$$
N=55,793+56,494=112,287
$$

Hence

$$
C(15)=47,784 / 112,287=0.4256
$$

The equivalent value for males only is $C_{m}(15)=0.4355$.
Slep 2: calculation of intercensal growth rate. The growth rate prior to 1951 is taken as equal to the intercensal rate of increase observed between 1938 and 1951. The growth rates implied by the change in population


Taile 150. Cumulated monortion under age y for males and FEMALES, AND CORGESFONDNNG aRTH RATES IN FTTTED STAOLE FOHU. Lations. West model, females, level 13; Colommia, 195I

| $\begin{aligned} & 10 \\ & \text { (t) } \\ & \underline{0} \\ & \hline \end{aligned}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{man}_{(2)}$ | Nums | (14) | (\%mos) |
| 5. | 0.1705 | 0.1632 | 0.04252 | 0.04048 |
| 10. | 0.3129 | 0.2993 | 0.04281 | 0.04048 |
| 15. | 0.4355 | 0.4157 | 0.04303 | 0.04028 |
| 20. | 0.5332 | 0.5229 | 0.04225 | 0.04089 |
| 25 | 0.6286 | 0.6203 | 0.04320 | 0.04210 |
| 30. | 0.7020 | 0.6995 | 0.04305 | 0.04271 |
| 35. | 0.7633 | 0.7592 | 0.04283 | 0.04221 |
| 40. | 0.8203 | 0.8184 | 0.04355 | 0.04322 |
| 45 | 0.8648 | 0.8608 | 0.04376 | 0.04296 |
| 50 | 0.8995 | 0.8956 | 0.04350 | 0.04253 |
| 55. | 0.9323 | 0.9267 | 0.04462 | 0.04311 |
| 60. | 0.9521 | 0.9454 | 0.04340 | 0.04052 |
| 65. | 0.9713 | 0.9661 | 0.04413 | 0.04074 |

size between each pair of consecutive censuses are shown in column (5) of table 148. Equation (D.1) was used in every instance to calculate these rates of growth
(see step 2 in subsection D.3); the average annual growth rate during the 1938-51 period, for example, is

$$
r_{0}=\ln [11,548,172 / 8,701,816] / 12.9260=0.0219 .
$$

Note that the length of the intercensal interval is calculated in years, so that months and days appear as decimal portions of a year. It is important to express time-points with these decimal portions, since rounding the length of intercensal periods to an integer number of years may have quite a large impact on the estimated growth rate.

The growth rates displayed in table 148 are far from being constant or coherent, the rate for the period 19281938 being especially out of line with the others. Since the results of the 1928 census were rejected by the Colombian Congress due to their poor quality, it is not surprising to find that the growth rates calculated using its results are suspect. In fact, the 1928 census should be ignored and a growth rate for the period 1918-1938
should be obtained on the basis of the information yielded by the 1918 and 1938 censuses. Thus,

$$
r=\ln [8,701,816 / 5,855,077] /(10.0932+9.5479)=0.0202 .
$$

If this value were placed in column (5) instead of those calculated on the basis of the faulty 1928 information, the growth rates observed from 1912 to 1951 would be fairly similar. In these circumstances, it seems reasonable to accept the 1951 Colombian population as approximately stable, with an annual rate of increase of 0.0219.

Step 3: identification of the stable population with proportion under age 15 and growth rate equal to those of the reported population. The process of identification is fairly simple and is carried out only once in detail. Even though, strictly speaking, model stable populations derived from life tables referring to both sexes combined should be used as the basis for identification, the use of those referring to only one sex is expedient and fairly satisfactory. The proportion under age $15, C(15)$, for both sexes combined was calculated in step 1 as 0.4256 . Since the estimated growth rate is 0.0219 , the first task is to identify the levels $p$ and $\nu+1$ such that, for this growth rate, $C_{r}(15)$ is smaller than or equal to the observed $C(15)$ and $C_{y+1}(15)$ is greater than or equal to that observed. Table 15! shows how this task is accomplished. As explained in the computational procedure, interpolation is carried out first at a given level (say, 8) using the estimated rate of growth ( 0.0219 in this case) in order to obtain the value of $C(15)$. This process corresponds to interpolating between the rows of table 151. Then, once the values of $C_{8}(15)$ and $C_{9}(15)$ for $r=0.0219$ are available ( 0.4321 and 0.4244 , respectively), the level corresponding to the reported

Tame ISI. Identification of the female stable population, WEST MODEL, CONSISTENT WITH A PROPORTION UNDER AGE 15, C(15), OF $\mathbf{0 . 4 2 5 6}$ aND A GROWTH RATE, $r$, OF 0.0219 , COLOMBIA, 1951

| Crind <br> (i) | Wert mownetry ind |  |  |
| :---: | :---: | :---: | :---: |
|  | (i) | $\text { cits) }_{(3)}^{9}$ | $\begin{aligned} & 281 \\ & 0(5) \\ & (4) \end{aligned}$ |
| 0.0200 | 0.4192 | 0.4114 | - |
|  | 0.4532 | 0.4456 | - |
| $0.0219 . . . . . . . . . . . . . . . . . . . . . . . . . . . ~$ | 0.4321 | 0.4244 | 0.4256 |

$C(15)$ is identified by interpolating along the last row of $\boldsymbol{C}(15)$ values shown in table 151. The resulting level is 8.84.

Slep 4: estimation of other demographic parameters. The different parameters of interest for a stable population growing at an annual rate of 0.0219 and subject to a mortality schedule equal to that of level 8.84 of the female West model life tables are calculated below:
(a) Expectation of life at age 5, both sexes. Using 8.84 as the representative level, es may be estimated by interpolating between the es values of the female, West model life tables at levels 8 and 9 . Thus

$$
e_{s}=0.16(48.18)+0.84(49.75)=49.50
$$

where 48.18 and 49.75 are the life expectancy values at age 5 for levels 8 and 9 , respectively, of the female, West model life tables. Note that although the es value presented above is obtained from "female" model tables, because it is derived from $\boldsymbol{C}(15)$ for both sexes it refers to both sexes. However, its accuracy will depend upon how well the West mortality pattern for females approximates that of both sexes in the observed population;
(b) Estimation of life expectancy at birth for both sexes. The process followed is identical to that presented above, but using $e_{0}$ instead of $e_{5}$. In this case,

$$
e_{0}=0.16(37.5)+0.84(40.0)=39.6 .
$$

Again, this parameter estimate refers to both sexes because C(15) corresponds to both sexes. Note that this estimate is sensitive to the relationship between child and adult mortality;
(c) Birth rate for both sexes. In the female stable population at levels 8 and 9 , respectively, the birth rates consistent with a growth rate of 0.0219 are calculated by interpolation. For example, at level 8 ,

$$
b_{8}=0.62(0.04572)+0.38(0.05115)=0.04778
$$

At level $9, b_{9}$ is 0.04532 . Hence, at level 8.84,

$$
b_{s}=0.16(0.04778)+0.84(0.04532)=0.04571 ;
$$

(d) Death rate for both sexes. The death rate is now obtained by subtracting the growth rate from the birth rate:

$$
d_{s}=b_{s}-r_{s}=0.04571-0.02190=0.02381 ;
$$

(c) Death rate over age 5 . This parameter is obtained by following an interpolation process very similar to that used in calculating the birth rate. Thus, at level 8 ,

$$
d_{8}(5+)=0.62(0.01467)+0.38(0.01362)=0.01427
$$

At level $9, d_{9}(5+)=\mathbf{0 . 0 1 3 5 1}$. Hence, at level 8.84,

$$
d_{5}(5+)=0.16(0.01427)+0.84(0.01351)=0.01363 ;
$$

(f) Birth rate by sex. The birth rate for each sex separately may be obtained from that for both sexes if the sex ratio at birth, (SRB), and the sex ratio of the population, (SRP), are known. In the case of Colombia,

Table 152. Number of anttisms, by sex and year of occurkence, COLOMBIA, 1950-1952

| \% ${ }_{\text {(i) }}$ | Mastrathy |  | Stander |
| :---: | :---: | :---: | :---: |
|  | (2) | (3) |  |
| 1950....................... | 212133 | 201588 | 1.052 |
| 1951........................ | 215699 | 203685 | 1.059 |
| 1952........................ | 223.474 | 213932 | 1.050 |
| Total | 651306 | 618205 | 1.054 |

the data on baptisms by sex shown in table 152 imply that the sex ratio at birth is 1.054 , similar to that observed in populations with reliable data. According to table 149, the sex ratio of the population is 0.9876 . Thus, the male birth rate, $b_{m}$, is

$$
b_{m}=b_{s} \frac{(1.0+1.0 / S R P)}{(1.0+1.0 / S R B)}=(0.04571)(1.0327)=0.04721
$$

and the female birth rate is

$$
b_{f}=b_{2} \frac{(1.0+S R P)}{(1.0+S R B)}=(0.04571)(0.9677)=0.04423 ;
$$

(g) Death rase by sex. Death rates by sex are obtained by subtraction, assuming that each sex has the same growth rate, $r=0.02190$. Hence,

$$
d_{m}=0.04721-0.02190=0.02531
$$

and

$$
d_{f}=0.04423-0.02190=0.02233 .
$$

The sex differential implied by these death rates should, however, be interpreted with considerable caution.

## 5. Comments on the detailed example

The estimates of demographic parameters derived in this section for Colombia are probably about as good as can be obtained given the data available. However, as pointed out above, some of these estimates are likely to be more reliable than others. Using $C(15)$ and $r$, the summary indicators of mortality over age 5 are likely to be estimated most reliably. The indicators of overall mortality or of fertility should be treated with more caution, those estimates whose calculation depends upon the sex ratio of the population being regarded as least reliable.

# Chapter VIII <br> <br> ESTIMATION OF FERTILITY BY REVERSE-SURVIVAL METHODS 

 <br> <br> ESTIMATION OF FERTILITY BY REVERSE-SURVIVAL METHODS}

## A. BACKGROUND OF METHODS

## 1. Meaning of reverse survival

In a closed population, children currently aged $x$ are just the survivors of the births that occurred $x$ years ago. From this fact it is easily inferred that the number of births occurring $x$ years ago can be estimated by using life-table survivorship probabilities to "resurrect" numerically those no longer present among the population aged $x$. This method of estimation is known as "reverse survival" or "reverse projection" because the population now aged $x$ is "survived" or "reverse-projected" to age $x-t$ by moving it, with a suitable life table, $/$ years into the past.

It is immediately evident that if the single-year age distribution of a population enumerated at $t_{0}$ is available, it is potentially possible to estimate the number of births occurring during each of the 15 or 20 years preceding $t_{0}$. Methods that exploit this possibility are described in this chapter. However, before proceeding with their description, it is worth noting that they are all heavily dependent upon the accuracy of the reported age distribution of the population being studied. Errors in age-reporting or differential completeness of enumeration affecting certain age groups, especially the
younger ones, are certain to bias the estimates obtained. Because these types of deficiencies are all too frequently characteristic of the data sets available, reverse-survival methods are often ineffective in producing reliable fertility estimates. Their usefulness depends mainly upon the fact that they often provide independent fertility estimates which can be used to assess the plausibility of those obtained by other means.

## 2. Organization of this chapter

Only two estimation methods based on reverse survival are presented in this chapter. The first method illustrates the basic principle underlying other, more sophisticated procedures. It allows the estimation of the average birth rate during the five or 10 years preceding enumeration from the population classified by five-year age group. Variations of this basic method arise mainly because of the increasing amount of data available or because of the increasing detail with which it is classified. The second method presented here depends upon the latter aspect, because it requires detailed tabulations of enumerated children classified both according to their own age and to that of their mother. To aid the user in selecting the method appropriate for a particular case, table 153 shows their data requirements and the

Table 153. Schematic guide to contents of chafter VIII

| $5 \times$ | Ipeofinuw ded | Emanompanemeres |
| :---: | :---: | :---: |
| B. Estimation of birth rate by reverse survival of the population under age 10 | Enumerated population under age to classified by five-year age group <br> Total population enumerated at two points in time, or that enumerated at one point and its growth rate <br> Probabilities of child survivorship (1(2). I(3) or /(5). for example) | The average birth rate during the two five-year periods immediately preceding the time of enumeration |
| C. Theown-childrenmethod of fertility estimation | Enumerated population under age 10 or 15 , classified by single year of age and by single year of age of mother <br> Children under age 10 of 15 whose mother's age is unknown, classified by single year of own age <br> Women aged 15-59 or 15-64, classified by single year of age Probabilities of child survivorship Probabilities of adult female survivorship (a life table for females) | Age-specific fertility rates for each of the 10 or 15 years preceding enumeration <br> Total fenility for each of the 10 or 15 years preceding enumeration |

types of estimates they yield; and the sections describing these methods are listed below:

Section B. Estimation of birth rates by reverse survival of the population under age 10. This section presents the basic reverse-survival method. It requires as input the population classified by five-year age group and survivorship probabilities referring to childhood;
Section C. The own-children method of ferility estimation. This method allows the estimation of annual agespecific fertility rates for the $\mathbf{1 0}$ or $\mathbf{1 5}$ years preceding the time of enumeration. It requires that the enumerated children be classified by age of mother at the time of enumeration.

## B. Estimation of birth rates by reverse SURVIVAL OF THE POPULATION UNDER AGE 10

## 1. Basis of method and its rationale

The estimation of the number of births occurring $x$ years before enumeration from the enumerated population aged $x$ is a well-known possibility that has been widely exploited. However, practice has shown that the estimates obtained in this manner are often not very useful due to the severe age-reporting errors generally present in the basic data. Problems are especially acute when the reverse-projected data are classified by single year of age, since age-heaping is likely to produce spurious peaks and troughs in the estimates obtained. Furthermore, because censuses often fail to enumerate children completely, especially those aged 0 or 1 , it is frequent for the estimated number of births referring to the year or two immediately preceding the time of enumeration to be too low.
In order to avoid some of these problems or to minimize their effect on the final estimates, grouped data are often used. Five-year age groups are most commonly selected; they yield estimates of the average annual number of births occurring during the two five-year periods immediately preceding the time of enumeration. According to the observations made above, the average annual number of births estimated by reverse-projecting the population aged from 0 to 4 is likely to underestimate the true number of births occurring during the five-year period immediately preceding enumeration. A better estimate may be expected from the reverse projection of the population in age group 5-9. However, estimates of numbers of births obtained from the population aged 5-9 years are likely to be more affected by errors in the estimation of mortality and may also be exaggerated by age-reporting errors (heaping at age $\boldsymbol{S}$, for example).
Besides being very sensitive to the presence of agemisreporting, the estimation of fertility by reverse survival is also dependent upon the type of mortality estimates used. By its very nature, reverse survival cannot be performed without a life table, covering at least the ages of childhood; and adequate information allowing the direct construction of resonable life tables is lacking in most countries where reverse-survival estimates of fertility are needed. Therefore, reverse survival is often
applied in conjunction with other methods, particularly those which permit the indirect estimation of child mortality (see chapter III). All of these methods assume that the pattern of mortality in the population studied conforms to a certain model. As one would expect, the choice of model affects the fertility estimates yielded by reverse survival, the differential effects being greater the further one reverse-projects the observed population into the past.
In spite of all these caveats, the estimation of the birth rate by reverse survival is described here because of its traditional importance and because it provides a valuable tool for the detection of inconsistencies. For example, suppose that $b_{1}$, an independently obtained estimate of the birth rate for the five-year period preceding a census, is smaller than $b_{2}$, the estimate obtained by reverse-survival of the population aged 0-4. Since $b_{2}$ is usually a lower bound for the birth rate, any estimate for the same period lower than $b_{2}$ would be suspect. Of course, one should also explore the possibility of having overestimated the mortality level used in reverse surviving the population aged 0-4 years.
The value of reverse-survival procedures may also be increased if they can be applied to a series of censuses to obtain estimates for overlapping periods. In such circumstances, it may be worth while to reverse-project the population in age groups older than the traditional age groups $0-4$ and $5-9$ in order to obtain a range of birthrate estimates for particular periods. Thus, if three census enumerations spaced by 10 -year intervals are available, three estimates can be made of the birth rates during the periods from zero to four years and from five to nine years before the first census. For the five years before the first census, estimates can be based on the population aged 0-4 at the first census, $10-14$ at the second census and 20-24 at the third census, whereas for the period from five to nine years before the first census, birth-rate estimates can be based on the population aged 5-9 at the first census, $15-19$ at the second census and 25-29 at the third census. Such a procedure has been applied by Shorter and Macura to the quinquennial censuses of Turkey taken between 1935 and 1975.

This extension of the basic procedure requires substantially more information than does the simpler procedure. The older the population being considered, the greater the influence of the survivorship estimates used to calculate the number of births the survivors represent, and of the growth rate estimates used to calculate the population denominators. For most developing countries, the level of child mortality in the 1940s or 1950s is known only to a very rough approximation; hence, the reverse projection of a recent census for some 30 years, or the reverse projection of an earlier census for a shorter period, is fraught with uncertainty. Consistency between estimates for earlier periods does not provide

[^81]any evidence in their support, because any error in specifying past mortality risks will affect all the estimates in the same direction. Migration also represents a problem; and any evidence suggesting a significant level of migration during the period being considered will make it necessary to attempt some correction, not only at the aggregate level but at the level of each age group. On the positive side, the effects of age-reporting errors should be reduced by considering data from several censuses, since different age groups determine the different estimates for the same period; however, it is possible that a sequence of 10 -year intercensal intervals, combined with heavy heaping on ages ending in zero, may give rise to consistently high estimates of the birth rate for periods determined by age groups that include zero as an age ending (except for the estimate based on the population aged $0-4$ ), while producing consistently low birth-rate estimates for the intervening periods, associated with age groups including five as an age ending (except possibly for age group 5-9). Given a range of birth-rate estimates for each period, the problem arises how to arrive at a "best" estimate; the most obvious possibility is to take the mean of the available estimates, though given the likely nature of the errors involved, the median may be a better indicator. It may be mentioned that changes in enumeration completeness from one census to the next have relatively litule impact on the procedure, so long as the age distributions do not change markedly from one census to the next and intercensal survival is not used as a basis for the estimation of survivorship probabilities.

## 2. Data required

The following data are required for this method:
(a) The population under age 10 , classified by age (five-year age groups are sufficient, though single-year data are preferable) and by sex;
(b) The total population at the time of enumeration, $t 0$
(c) An estimate of the growth rate;
(d) Estimates of mortality parameters that would permit the construction of a life table up to age 10 . A value of $l(2)$ obtained from information on children ever bom and surviving (see chapter III) is adequate.

## 3. Computational procedure

Step 1: calculation of life-table estimates of person-years $H$ ved. In order to reverse-project to birth the population in age groups $0-4$ and 5-9, one only needs values of ${ }_{5} L_{0}$ and ${ }_{s} L_{5}$, the person-years lived by the stationary population constituting the life table between birth and exact age 5 , and between age 5 and exact age 10 , respectively. Usually, but not necessarily, these values are obtained by assuming that the mortality level associated with $/(2)$ remained constant during the 10 years preceding enumeration. Under this assumption, the actual calculation of $s L_{0}$ and $s L_{s}$ is carried out by interpolating between the printed values of the Coale-Demeny model
life tables. ${ }^{2}$ Naturally, the family of models selected should be that used in estimating $l$ (2). In some cases, the mortality level selected may be the mean of those associated with the $l(2), l(3)$ and $l(5)$ values yielded by the indirect estimation of child mortality (see chapter III). This mean level may represent more closely the true mortality level prevalent during the decade preceding enumeration, especially when there is evidence suggesting a recent decline in child mortality.

Step 2: estimation of mid-period populations. Since this method is directed towards the estimation of an average annual birth rate for the periods from $t_{0}-5$ to $t_{0}$ and from $t_{0}-10$ to $t_{0}-5, t_{0}$ being the date of enumeration, an estimate of the total population at the mid-points of these periods is required. Perhaps the simplest way of estimating these mid-period populations is by using the equation

$$
\begin{equation*}
N_{M}=N_{0} \exp \left[r\left(t_{M}-t_{0}\right)\right] \tag{B.1}
\end{equation*}
$$

where $t_{M}$ is the mid-point of the period being considered; $N_{0}$ is the total count yielded by enumeration; and $r$ is an estimate of the growth rate. As usual, the growth rate is estimated from knowledge of the total population at two points in time, $t_{0}$ and $t_{1}$. In such a case,

$$
\begin{equation*}
r=\ln \left[N_{1} / N_{0}\right] /\left(t_{1}-t_{0}\right) \tag{B.2}
\end{equation*}
$$

where $N_{1}$ is the total count at time $t_{1}$ and $N_{0}$ is that at time $t_{0}$.

Of course, there are several other ways of estimating a mid-period population; but, in general, they require far more effort than the intrinsic roughness of the method at hand would warrant. For this reason, they are not described here.

Step 3: estimation of average anmual birth rates for the two five-year periods preceding the census. The average annual number of births for the first period, from $t_{0}-5$ to $t_{0}$, is

$$
\begin{equation*}
B_{1}={ }_{s} N_{0} / s L_{0} \tag{B.3}
\end{equation*}
$$

where ${ }_{s} N_{0}$ is the population in age group 0-4; and ${ }_{s} L_{0}$ is the life-table estimate obtained in step 1 .

For the period from $t_{0}-10$ to $t_{0}-5$, the equivalent average annual number of births is

$$
\begin{equation*}
B_{2}={ }_{5} N_{5} / s L_{5} \tag{B.4}
\end{equation*}
$$

where ${ }_{5} N_{s}$ is the population in age group 5-9. If the radix, $l(0)$, of the life table being used were not one, equations (B.3) and (B.4) would have to be modified as follows:

$$
B_{1}={ }_{5} N_{0} l(0) /_{s} L_{0}
$$

and

$$
\begin{equation*}
B_{2}={ }_{5} N_{s} l(0) /{ }_{s} L_{5} . \tag{B.5}
\end{equation*}
$$

[^82]Once $B_{1}$ and $B_{2}$ are calculated, the birth rate for each period is obtained by dividing these values by the corresponding mid-period populations calculated in step 2.

## 4. A detailed example

Data gathered by the 1960 census of Brazil are used to illustrate the application of this method. The steps of the procedure are described below.
Slep 1: calculation of life-table estimates of person-years lived. The data on children ever bom and surviving collected by the 1960 census of Brazil were used in chapter III, subsection E.4(b) to estimate probabilities of survivorship in childhood with respect to the West model. In chapter VII, subsection C.S, however, it was shown that the South model provided a better representation of child mortality in this country. Therefore, to obtain estimates of ${ }_{s} L_{0}$ and ${ }_{s} L_{5}, I(2)$ was re-estimated using the South model. Its value, 0.8491 , is consistent with mortality level 15.21 in the South family of model life tables. This level is used now to estimate ${ }_{g} L_{0}$ and ${ }_{s} L_{s}$ by interpolation. Table 154 shows the ${ }_{n} L_{x}$ values appearing in the Coale and Demeny model life tables at levels 15 and 16.

Since the Coale-Demeny model life tables only con: tain $L_{0}$ and ${ }_{4} L_{1}$, one needs to calculate ${ }_{5} L_{0}$ by adding these values. Therefore, for males,

$$
{ }_{s} L_{0}^{15}=L_{0}^{15}+L_{1}{ }^{15}=0.9164+3.3204=4.2368
$$

and

$$
{ }_{s} L_{0}^{16}=0.9229+3.3851=4.3080
$$

Using these values, interpolation may now be carried out as shown below:

$$
s L_{0}^{m}=0.79(4.2368)+0.21(4.3080)=4.2518 .
$$

Other values of $s L_{x}$ are obtained in a similar fashion. They are shown in columns (2) and (5) of table 155.

Talle 154. Values of person-years lived from exact aoe $\boldsymbol{x}$ to $x+5$ zy a Stationaky pomulation. SOUTH model life tailes

| Aromyens Hor (1) | Males |  | Pmolve |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Level IS } \\ \text { (2) } \\ \hline \end{gathered}$ | $\text { Lewd } 16$ <br> (3) | $\begin{gathered} \text { Lew is } \\ \text { (s) } \end{gathered}$ | $\text { Lrad } 16$ (5) |
| $L_{0} \ldots \ldots . . . .$. | 0.9164 | 0.9229 | 0.9271 | 0.9329 |
| $4_{1} \ldots \ldots . . .$. | 3.3204 | 3.3851 | 3.3726 | 3.4360 |
| $L_{5}$.......... | 4.0161 | 4.1163 | 4.0832 | 4.1835 |

Slep 2: estimation of mid-period populations. Table 156 shows the population counts produced by the censuses of Brazil since 1950. Intercensal growth rates for each period and sex are also given. Each growth rate has been calculated according to the equation:

$$
r=\ln \left[N_{1} / N_{0}\right] /\left(t_{1}-t_{0}\right) .
$$

Thus, for example, for males during the period $1950-$ 1970, the growth rate was

$$
r=\ln \{45,754,659 / 25,885,001\} / 20.167=0.0282 .
$$

Examination of the set of growth rates given in table 156 shows that population growth in Brazil slowed somewhat during the period 1960-1970. The lower growth rate for males observed during that period, however, seems suspect. Sex differences in growth rates diminish when the 20 -year period is considered. Because there are reasons to believe that the 1960 census might not be of comparable quality with the others, the growth rate selected in this case is based on the estimates for 1950-1970. The average of the male and female growth rates, amounting to 0.0285 , is considered representative of the growth rate experienced by the Brazilian population around 1960. Therefore, the mid-year populations desired are estimated by

$$
N_{1}=N_{0} \operatorname{expl}[-0.0285(2.5)]
$$

and

TABLE 155. Estimation of numpen of earths by reverse suzvival, Brazil. 1960
(Thowsands)

|  | Mates |  |  | $F_{\text {minum }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} A \\ x \\ \text { (I) } \end{gathered}$ |  |  |  |  |  |  |
| 0............... | 4.2518 | 5688 | ] 337.8 | 4.3142 | 5506 | 1276.3 |
| 5.............. | 4.0371 | \$ 171 | 1280.9 | 4.1043 | 4988 | $12: 5.3$ |

Table 156. TOTAL POPULATION at CENSUS DATES and INTEACENSAL orowth rates dy sex. Brazil

| Cunder <br> ( 1$)$ | Truel erabution |  | (in) | Croweh rese |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (2) | Fincisy (3) |  | (S) | Rned |
| 1 July 1950 ....................... | 25885001 | 26059396 | 1950-1960 | 0.0298 | 0.0294 |
| 1 Sept. 1960...................... | 35059546 | 35131824 | 1960-1970 | 0.0266 | 0.0282 |
| I Sept. 1970...................... | 45754659 | 46586897 | 1950-1970 | 0.0282 | 0.0288 |

Table 157. Birth rates by sex, estmated ay reverse survival. Brazll. J960

| $\begin{gathered} \text { mont } \\ \text { it } \end{gathered}$ | Nala |  |  | Functios |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Erbimped birth nevp (4) |  |  |  |
| I ...................................... | 32647.9 | 1337.8 | 0.0410 | 32714.9 | 1276.3 | 0.0390 |
| 2..................................... | 28314.5 | 1280.9 | 0.0452 | 28372.6 | 1 215.3 | 0.0428 |

where $N_{0}$ is the reported population at the time of the census. Values of $N_{0}$ (the population in 1960) for each sex are $35,059,546$ males and $35,131,824$ females. Hence, $N_{1}$ and $N_{2}$ for males (in thousands) are

$$
\begin{aligned}
& N_{1}=(35,060)(0.9312)=32,647.9 \\
& N_{2}=(35,060)(0.8076)=28,314.5 .
\end{aligned}
$$

The corresponding values for females are shown in column (5) of table 157.

Step 3: estimation of average anmual birth rates for the two five-year periods preceating the census. Table 155 shows the number of males and females enumerated in age groups $0-4$ and $5 \cdot 9$, denoted by ${ }_{5} N_{x}$. Using equations (B.3) and (B.4), average annual births for each period are obtained. The case of male births is illustrated below:

$$
\begin{aligned}
& B_{1}=5,688 / 4.2518=1,337.8 ; \\
& B_{2}=5,171 / 4.0371=1,280.9 .
\end{aligned}
$$

Once the average annual number of births for each period is estimated, calculation of the birth rates is straightforward. For example, in the case of males:

$$
\begin{aligned}
& b_{1}=B_{1} / N_{1}=1,337.8 / 32,647.9=0.0410 \\
& b_{2}=B_{2} / N_{2}=1,280.9 / 28,314.5=0.0452 .
\end{aligned}
$$

The corresponding estimates for females are shown in column (7) of table 157.

Estimates for both sexes can now be obtained by adding male and female births for each period, and the male and female mid-period populations separately. Then, as usual, the birth rates are found as the ratios of total births in a period to total mid-period population. Table 158 summarizes results for both sexes.

TARLE 158. BJRTH RATES FOR BOTH SEXES COMBINED, ESTIMATED aY REVERSE SURVIVAL, BRAZKL, 1960

| $\begin{gathered} \text { Nomod } \\ (6) \\ \hline \end{gathered}$ |  |  | Sevinume Sorm nowe (s) |
| :---: | :---: | :---: | :---: |
| 1............... | 65362.8 | 2614.1 | 0.0400 |
| 2............... | 56687.1 | 2496.2 | 0.0440 |

When the birth rates estimated by reverse survival are compared with those obtained by stable-population analysis in chapter VII, subsection C.5, $b_{m}=0.0438$, $b_{f}=0.0416$ and $b_{t}=0.0427$, stable estimates prove in every instance to be higher than the reverse-survival estimates for the five-year period immediately preceding the census (since the census took place on 1 September 1960, this period extends from 2 September 1955 to 1 September 1960 and is denoted by 1956-1960). However, the stable estimates are much lower than the reverse-survival estimates for the period 1951-1955. If one accepts the stable estimates as true, it would appear that both the male and female populations aged 0-4 in 1960 were underenumerated by approximately 6 per cent, while those in age group $5-9$ were overenumerated by about 3 per cent. Although part of the apparent excess in age group $5-9$ may be caused by upwand transfers of younger children, it is clear that if the stable estimates are correct, transfers alone cannot explain the deficit observed in age group 0-4. Hence, one must accept either that fertility fell during the five-year period immediately preceding the 1960 census or that the birth-rate estimates obtained by reverse-surviving the population aged from 0 to $\mathbf{4}$ constitute a lower bound for the true birth rate of the Brazilian population during the period 1956-1960. As is often the case, the latter possibility is more likely.

## C. The own-CHILDREN METHOD OF FERTILITY estimation

## 1. Basis of method and its rationale

The own-children method permits the estimation of age-specific fertility rates for the 10 or 15 years preceding a census or survey from information on the enumerated number of children classified by single year of age and single year of age of mother. In order to obtain the desired age-specific fertility estimates, the own-children method calls for the reverse-projection of these children to the time of their birth. It can be viewed, therefore, as a specific application of the method presented in the previous section. The point where the two methods differ most markedly is on the type of data they require, and probably the greatest innovation introduced by the proponents of the own-children method is the exploitation of seldom-used census information for fertility estimation purposes. ${ }^{3}$ Indeed, the "own-children

[^83]tabulation" (children by single year of age and single year of age of mother) which constitutes the basis of this method can only be made if enumerated children are linked in some way to their mothers. When the method was first proposed, censuses did not usually include a direct question making this linkage. It was therefore necessary to infer the mother-child link from information on relationship to the head of the household and from the compatibility between the age of the presumed mother and those of her children. Hence, the traditional own-children method involves more than an estimation procedure; it also includes a set of criteria to perform the mother-child linkage in any given case. Because the linkage process falls outside the scope of this Manual and because in recent censuses and surveys a direct question identifying the mother of each enumerated child has often been included (making the linkage unnecessary), the matching criteria are not presented here.

As mentioned above, age-specific fertility rates are estimated essentially by the reverse projection of enumerated children to the time of their birth. Therefore, these estimates are usually not as smooth as one would like because, just as in the case where reverse projection is used to estimate birth rates by single years, they are derived from enumerated children classified by single year of age, so that differential completeness of enumeration, age-misreporting and age-heaping will affect them substantially. Hence, it is not unusual to find that the fertility rates estimated for the year immediately preceding the time of enumeration are too low or that those obtained from children aged 5 or 10 are too high. Averaging the results that refer to contiguous age groups is a way of reducing the effects of age-heaping.

The own-children method is attractive because it permits the detailed estimation of fertility from data that are almost invariably collected by censuses and because it does not depend upon any assumptions about fertility trends and is not very sensitive to assumptions about recent changes in the level of mortality. However, it clearly requires detailed estimates of mortality for both children and females, referring at least to the decade preceding the time of enumeration. If only one set of mortality rates is used in reverse projection of the population, mortality is implicitly assumed to have remained constant during the period considered. Yet, the method itself does not require such an assumption and one is free to use different mortality schedules for different periods when evidence of changes in mortality exists.

The own-children method is also appealing because, in principle, it is capable of estimating fertility at different points in time and, therefore, of estimating trends as well as levels. The existence of age-heaping and differential completeness of enumeration, however, often frustrates these hopes. For instance, given the known deficiencies of census enumerations, it would be naive to interpret the drop in fertility rates during the two or three years immediately preceding a census as an indication of the occurrence of a fertility decline. Such a spurious trend is more likely to be caused by the underenumeration of young children.

In practical applications, the own-children method provides a reasonable estimate of overall fertility level (especially when only the estimates derived from enumerated children above age 3 are considered) and a rough idea of trends. In populations where age-reporting is accurate (those of Chinese origin, for example), it performs remarkably well. In traditional applications of the own-children method (where the child-mother linkage has to be performed indirectly), the estimates it yields tend to be affected by what is known as the "grandmother effect" caused by the erroneous allocation of children to their grandmothers. This type of error is reduced when a direct question linking children to their mothers is asked.

The own-children method was first developed to study fertility differentials between different subgroups of a population; ${ }^{4}$ and it remains an important tool for studies of this kind. However, in using it for this purpose one must bear in mind two points: first, if there is reason to believe that the subgroups considered are subject to different mortality levels or patterns, it is important to incorporate different mortality estimates for each subgroup in the application of the method; secondly, if the subpopulations under study are not closed, careful interpretation of the results obtained is required. For example, consider the estimation of fertility by the own-children method for the rural and urban populations of a country at a given point in time, $t$. When one reverse-projects the urban population of time $t$ to time $t-a$, say, the result does not necessarily represent the urban population at time $t-a$. Both would be the same only if the urban population had been closed between time $t-a$ and time $t$, or if there were no fertility or mortality differentials between the urban and rural populations of the country in question.

Lastly, it must be pointed out that the own-children method of fertility estimation provides valuable independent estimates of total fertility that may be used to assess the quality or plausibility of those obtained by other means.

## 2. Data required

The data required for this method are described below:
(a) The enumerated children (persons under 15) whose mother was identified, classified according to single year of own age and single year of age of mother;
(b) Children (persons under 15) whose mother could not be identified, classified by single year of age;
(c) All women (irrespective of whether they are mothers), classified by single year of age. In general, these data are needed only for the age range from $\eta$ to $\nu+\gamma$, where $\eta$ and $\nu$ are the lower and upper limits of the reproductive age span, respectively, and $\gamma$ is the number of age groups used in classifying the children. If one assumes that $\eta$ and $\gamma$ equal 15, and $\nu$ equals 49, the

[^84]number of women aged from 15 to 64, classified by single year of age, is sufficient;
(d) Estimates of child survivorship. In fact, the probabilities of surviving from birth to the age group from $x$ to $x+1,1 L_{x}$, for $x=1,2, \ldots, 15$, and for the 15 or so years preceding the point of enumeration are required. In practice, however, a complete set of $I_{x}$ is rarely available. Therefore, the computational procedure described below includes some steps for calculating these probabilities from other indirect information;
(e) Estimates of female adult mortality. Again, the probabilities of surviving from age $\eta$ to exact age $x$, for $x=\eta+1, \eta+2, \ldots, \gamma+\gamma$, and for the 15 years or so preceding the time of enumeration are required. Methods for calculating them from other indirect information are described below.

## 3. Computational procedure

The steps of the computational procedure are given below:
Step 1: Redistribution of children with unidentified mother. This step can only be performed if the children whose mother could not be identified at the matching stage (probably because the mother had died or because she did not live in the same household as her child or children) are tabulated by single year of age. In general, it is important to incorporate these children in the application of the own-children method, since their elimination will certainly lead to underestimates of fertility levels. The purpose of this step is to estimate the probable distribution of the unmatched children according to age of mother on the basis of information on children whose mother could be identified.
If one denotes by $U_{x}$ the number of unmatched children aged $x$, and by $C_{x}^{a}$ the children aged $x$ whose mother's age at the time of enumeration was $a$, then an estimate of $U_{x}^{p}$, the number of unmatched children whose mother's age was $a$ can be obtained by

$$
\begin{equation*}
U_{x}^{a}=C_{x}^{a} U_{x} / \sum_{a=\eta}^{r+\gamma} C_{x}^{a} \tag{C.1}
\end{equation*}
$$

where $\eta$ and $y$ are the lower and upper limits of the childbearing ages, respectively, and $\gamma$ is the number of age groups used in classifying the children.

If one extends the notation used so that

$$
\begin{equation*}
C_{x}=\sum_{a=\eta}^{\gamma+\gamma} c_{x}^{a}, \tag{C.2}
\end{equation*}
$$

equation (C.1) can be rewritten as

$$
\begin{equation*}
U_{x}^{d} / U_{x}=C_{x}^{d} / C_{x}, \tag{C.3}
\end{equation*}
$$

that is, it states algebraically that the distribution of unmatched children of age $x$ according to age of mother is identical to that observed among children of age $x$ whose mothers were identified. Although this identity may not hold exactly in reality, it seems the most reasonable approximation given the data available.

Step 2: estimation of survivorship probabilities for children. The probabilities of surviving from birth to the age group from $x$ to $x+1$ for $x=0,1,2, \ldots,(\gamma-1)$, denoted by $1_{x}$, are needed to reverse-project the enumerated children to the time of their birth. According to the data available, estimates of these probabilities may be obtained by a variety of procedures, only one of which is described here. It assumes that a good estimate of the mean level of child mortality prevalent in the population under study during the 15 years or so preceding enumeration is available (see chapter III). This estimate may be expressed either as a level within any of the Coale-Demeny families of model life tabies, or as a pair of parameters $\alpha$ and $\beta$ defining a life table in one of the four logit systems generated from level 16 female life tables of the Coale-Demeny models (see chapter I, subsection B.4).
When a Coale-Demeny level is provided as an estimate of child mortality, it is possible to transform it into equivalent, $L_{x}$ values by identifying the $\alpha$ and $\beta$ parameters that define that level within the logit system generated by female level 16 of the life-table family selected. Table 159 presents the $\alpha$ and $\beta$ values that identify the printed male and female levels of the life tables for the $0-15$ age range. Linear interpolation between these values makes the identification of $\alpha$ and $\beta$ straightforward.
Using these $\alpha$ and $\beta$ values in conjunction with the suitably interpolated standard ( $(1(x)$ values by single year of age for female level 16 of each of the CoaleDemeny families of model life tables are listed in annex XI) and the inverse logit transformation, an estimated life table $l^{*}(x)$ by single year can be calculated and the desired ${ }_{1} L_{x}$ values obtained.
When estimated child mortality is already expressed as a pair of $\alpha$ and $\beta$ values, only the inversion of the logit transformation is necessary to obtain $l^{*}(x)$.

Although this procedure yields ${ }_{1} L_{x}$ values that are slightly different from those which would be obtained by direct interpolation between the different levels of the model life tables themselves, it does not require an unmanageably large set of constants that would make its computer implementation awkward. Furthermore, since the standard used has already been interpolated by single year of age, derivation of $l^{*}(x)$ estimates by single year is relatively simple. These reasons recommend it for inclusion here.
Step 3: estimation of survivorship probabilities for achut females. In order to reverse-project the female population to each of the $\gamma$ years preceding the time of enumeration, survivorship probabilities of the type ${ }_{1} L_{a} / L_{a-x}$ for $0<x \leqslant \gamma$ and $\eta<a<\nu+\gamma$ are required. Just as in the case of children, several procedures may be used to estimate the set of female, $L_{x}$ values by single year of age. The one presented here is analogous to that described above for children, and it also assumes that the mean level of adult mortality prevalent in the female population under consideration during the 10 or 15 years preceding enumeration is known (the estimation methods described in chapters IV and V may be used to

Talle 159. Values of parameters a and $\beta$ determining the Coale.Demeny model life tables for childhood in the LOOIT SYSTEM GENERATED BY FEMALE LEYEL 16 IN THE CORRESPONDINO FAMILY

| $\begin{gathered} \text { Lnwt } \\ (f) \end{gathered}$ | Norat mand |  |  |  | Surt maver |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fermatat |  | Maler |  | Femeter |  | Males |  |
|  | $\begin{aligned} & \text { nowever } \\ & \text { a } \\ & \hline \end{aligned}$ | Prowner (3) | Amponer (4) | Penower (s) | $\begin{gathered} \text { Aorover } \\ \stackrel{y}{4} \\ \text { (6) } \\ \hline \end{gathered}$ | Prownter (7) |  | Prowner (9) |
| 1............. | 1.5228 | 1.5134 | 1.5159 | J. 4177 | 1.9152 | 2.1520 | 1.7322 | 1.9218 |
| 2............. | 1.4007 | 1.4670 | 1.3896 | 1.3715 | 1.7623 | 2.0593 | 1.5933 | 1.8436 |
| 3............. | 1.2892 | 3.4264 | 1.2749 | 1.3312 | 1.6225 | 1.9762 | 1.4660 | 1.7734 |
| 4............. | 1.1857 | 1.3904 | 1.1690 | 1.2957 | 1.4924 | 1.9002 | 1.3475 | \$.7091 |
| S............. | 1.0882 | I. 3578 | 1.0698 | 1. 2636 | 1.3693 | 1.8292 | 1.2354 | 1.6491 |
| 6............ | 0.9952 | 1.3277 | 0.9755 | 1.2343 | 1.2512 | 1.7617 | 1.1281 | 1.5921 |
| 7............. | 0.9054 | 1.2998 | 0.8849 | 1.2071 | 1.1364 | 1.6962 | 1.0240 | 1.5371 |
| 8............. | 0.8177 | 1.2734 | 0.7969 | 1.1815 | 1.0235 | 1.6319 | 0.9221 | 1.4832 |
| 9............ | 0.7312 | 1.2479 | 0.7104 | 1.1571 | 0.9111 | 1.5677 | 0.8210 | 1.4296 |
| 10............ | 0.6450 | 1.2232 | 0.6246 | 1.1333 | 0.7921 | 1,4963 | 0.7257 | 1.3797 |
| H............. | 0.5580 | 1.1985 | 0.5385 | 1.1100 | 0.6645 | 1.4145 | 0.6084 | 1.3076 |
| 12............. | 0.4695 | 1.1737 | 0.4513 | 1.0865 | 0.5376 | 1.3345 | 0.4921 | 1.2374 |
| 13............. | 0.3596 | 1.1330 | 0.3461 | 1,0503 | 0.4098 | 1.2548 | 0.3757 | 1. 1684 |
| 14............ | 0.2411 | 1.0862 | 0.2390 | 1.0112 | 0.2790 | 1.1738 | 0.2576 | 1.0990 |
| 15............. | 0.1221 | 1.0425 | 0.1296 | 0.9733 | 0.1433 | 1.0896 | 0.1361 | 1.0279 |
| 16............ | 0.0000 | 0.9999 | 0.0194 | 0.9399 | 0.0000 | 1.0000 | 0.0096 | 0.9534 |
| 17.,........... | -0.1287 | 0.9564 | -0.0974 | 0.9053 | -0.1542 | 0.9023 | -0.1246 | 0.8736 |
| 18............ | -0.2683 | 0.9093 | -0.2242 | 0.8676 | -0.3245 | 0.7920 | -0.2708 | 0.7850 |
| 19............ | -0.4251 | 0.8552 | -0.3666 | 0.8235 | -0.4805 | 0.7055 | -0.4555 | 0.6749 |
| 20............. | -0.6115 | 0.7862 | -0.5332 | 0.7679 | -0.6413 | 0.6200 | -0.6073 | 0.5980 |
| 21............. | -0.8490 | 0.6882 | -0.7402 | 0.6906 | -0.8107 | 0.5345 | -0.7683 | 0.5201 |
| 22............ | $-1.1956$ | 0.5211 | $-1.0234$ | 0.5669 | -0.9917 | 0.4484 | -0.9406 | 0.4419 |
| 23............ | -1.4662 | 0.4285 | -1.2580 | 0.4977 | $-1.1863$ | 0.3636 | -1.1277 | 0.3632 |
| 24............. | -1.7829 | 0.3389 | $-1.5493$ | 0.4207 | -1.3997 | 0.2805 | -1.3339 | 0.2856 |


| Invor | Eman ment |  |  |  | Wew mond |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hmane |  | Niler |  | Fonotes |  | Mans. |  |
|  | $\begin{gathered} \text { funser } \\ \text { (if) } \\ \hline \end{gathered}$ | $\qquad$ | $\qquad$ <br> (12) | $\begin{aligned} & \text { Punner } \\ & \text { f } 131 \\ & \hline \end{aligned}$ | Parneter $\left(\frac{a}{l}\right)$ | $\begin{gathered} \text { numet } \\ \text { ds) } \\ \hline \end{gathered}$ | Poometer <br> 16 | Popoumer (i7) |
| J............. | 1.6288 | 1.6374 | 1.5657 | 1.4345 | 1.5841 | 1.5351 | 1.4869 | 1.3604 |
| 2............ | 1.5087 | 1.5919 | 1.4406 | 1.3937 | 1.4627 | 1.4915 | 1.3656 | 1.3210 |
| 3............ | 1.3973 | 1.5506 | 1.3260 | 1.3566 | 1.3510 | 1.4528 | 1.2546 | 1.2860 |
| 4............ | 1.3926 | 1.5124 | 1.2192 | 1.3225 | 1.2466 | 1.4178 | t.1512 | 1,2543 |
| S............. | 1.1927 | 1,4766 | 1.1182 | 1.2906 | 1.1477 | 1.3856 | 1.0536 | 1.2252 |
| 6............. | 1.0962 | 1.4425 | 1.0214 | 1.2604 | 1.0527 | 1.3556 | 0.9604 | 1.1981 |
| 7............ | J. 0022 | 1. 4097 | 0.9276 | 1.2313 | 0.9604 | 1.3270 | 0.8701 | 1.1723 |
| 8............. | 0.9092 | 1.3773 | 0.8356 | 1.2029 | 0.8696 | 1.2994 | 0.7817 | 1.1475 |
| 9............ | 0.8164 | 1.3450 | 0.7445 | 1.1746 | 0.7794 | 1.2724 | 0.6943 | 1.1231 |
| 10............ | 0.7227 | 1.3121 | 0.6530 | 1.1461 | 0.6886 | 1.2453 | 0.6064 | 1.0987 |
| 11............. | 0.6115 | 1.2634 | 0.5442 | 1.1017 | 0.5962 | 1.2177 | 0.5178 | 1.0741 |
| 12............. | 0.4938 | 1.2095 | 0.4378 | 1.0587 | 0.5010 | 1.1891 | 0.4270 | 1.0486 |
| 13............ | 0.3762 | 1.1577 | 0.3307 | 1.0173 | 0.3950 | 1.1528 | 0.3042 | 1.0006 |
| 14............. | 0.2563 | 1.1066 | 0.2213 | 0.9763 | 0.2576 | 1.0939 | 0.1898 | 0.9608 |
| 15............. | 0.1320 | 1.0548 | 0.1075 | 0.9344 | 0.1315 | 1.0469 | 0.0812 | 0.9243 |
| 16............ | -0.0002 | 0.9998 | -0.0132 | 0.8901 | -0.0002 | 0.9998 | -0.0335 | 0.8871 |
| 17............. | -0.1436 | 0.9403 | -0.1443 | 0.8411 | -0.1430 | 0.9487 | -0.1552 | 0.8498 |
| 18............ | -0.3066 | 0.8692 | -0.2902 | 0.7851 | -0.3024 | 0.8904 | $-0.2913$ | 0.8064 |
| 19............ | -0.5002 | 0.7782 | -0.4591 | 0.7164 | $-0.4904$ | 0.8174 | -0.4495 | 0.7522 |
| 20............ | -0.7449 | 0.6516 | -0.6673 | 0.6219 | -0.7269 | 0.7161 | -0.6420 | 0.6794 |
| 21............ | -0.9617 | 0.5743 | -0.8465 | 0.5734 | -0.9943 | 0.6105 | -0.8531 | 0.6106 |
| 22............ | -1.1980 | 0.4951 | -1.0589 | 0.5131 | - 1.2530 | 0.5302 | -1.0701 | 0.5550 |
| 23............. | -1.4724 | 0.4107 | -1.3061 | 0.4497 | -1.5638 | 0.4421 | -1.3340 | 0.4910 |
| 24............. | -1.7961 | 0.3254 | $-1.6041$ | 0.3816 | -1.9451 | 0.3475 | -1.6616 | 0.4211 |

ascertain this level). Estimates of female adult mortality can be expressed as a level within a given family of the Coale-Demeny life tables, or as a pair of $\alpha$ and $\beta$ parameters identifying a life table within one of the four logit systems generated by the four female level 16 life tables of the Coale-Demeny families. The transformation of such mortality estimates into single-year , $L_{x}$ values is carried out as described in step 2, but the identification of the $\alpha$ and $\beta$ parameters on the basis of a
given Coale-Demeny level must be performed by using table 160 , specifically designed to cover age range $10-64$ for females. Further details about this calculation procedure are presented in the example given below.
Step 4: reverse survival of children. Just as in the case of the simple reverse-survival method, the number of children bom in year $t-x$ ( $t$ being the time of enumeration) to women aged $a-x$ is estimated by

$$
\begin{equation*}
M_{t-x}^{0}=\left(C_{x}^{a}+U_{x}^{p}\right) / L_{x} . \tag{C.4}
\end{equation*}
$$

Tajle 160. Values of pakameteas a and $\beta$ determinimg the Conle-Demeny model lafe tables for adult females in the LOOT SYSTEM OENERATED DY FEMALE LEVEL 16 IN THE CORAESfONDANG FAMILY

| $\operatorname{Liwl}_{(1)}$ | Nomitman |  | sumbmind |  | Entrmain |  | Wertmod |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pnomer (b) | $\begin{aligned} & \text { Anew } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Invownor } \\ \text { (i) } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { Ponemer } \\ & \text { (5) } \end{aligned}$ | $\begin{aligned} & \text { Promer } \\ & \text { (0) } \end{aligned}$ | $\begin{gathered} \text { numaver } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Aramer } \\ \text { is) } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Ramen } \\ \hline(9) \\ \hline \end{gathered}$ |
| I:............. | 1.3129 | 1.2924 | 1.3433 | 1.3948 | 1.2698 | 1.2146 | 1.3431 | 1.2829 |
| 2.............. | 1.1827 | 1.2331 | 1.2148 | 1.3328 | 1.1495 | 1.1673 | 1.2112 | 1.2248 |
| 3 ............. | 1.0654 | t. 1829 | 1.0984 | 1.279 | 1.0400 | 1.1268 | 1.0922 | 1.1757 |
| 4 .............. | 0.9582 | 1.1401 | 0.9916 | 1.2335 | 0.9389 | 1.0919 | 0.9833 | 1.1337 |
| 5.............. | 0.8590 | 1.1033 | 0.8924 | 1.1932 | 0.8445 | 1.0618 | 0.8825 | 1.0978 |
| $6 . . . . . . . . . . . .$. | 0.7662 | 1.0718 | 0.7991 | 1.1578 | 0.7556 | 1.0359 | 0.7881 | 1.0671 |
| $7 . . . . . . . . . . . .$. | 0.6785 | 1.0447 | 0.7107 | 1.1268 | 0.6711 | 1.0139 | 0.6988 | 1.0408 |
| 8 .............. | 0.5949 | 1.0216 | 0.6260 | 1.0995 | 0.5900 | 0.9952 | 0.6137 | 1.0186 |
| 9............. | 0.5146 | 1.0022 | 0.5443 | 1.0755 | 0.5117 | 0.9799 | 0.5318 | 1.0001 |
| 10............. | 0.4367 | 0.9862 | 0.4663 | 1.0572 | 0.4355 | 0.9677 | 0.4523 | 0.9852 |
| It ............. | 0.3608 | 0.9735 | 0.3896 | 1.0434 | 0.3637 | 0.9644 | 0.3747 | 0.9737 |
| 12.............. | 0.2862 | 0.9641 | 0.3133 | 1.0312 | 0.2928 | 0.9664 | 0.2983 | 0.9658 |
| $13 . . . . . . . . . . . .$. | 0.2165. | 0.9680 | 0.2369 | 1.0208 | 0.2215 | 0.9703 | 0.2232 | 0.9631 |
| $14 . . . . . . . . . . .$. | 0.1463 | 0.9767 | 0.1599 | 1.0122 | 0.1493 | 0.9768 | 0.1532 | 0.9759 |
| 15............. | 0.0745 | 0.9873 | 0.0816 | 1.0059 | 0.0757 | 0.9864 | 0.0783 | 0.9867 |
| $16 . . . . . . . . . . .$. | 0.0006 | 1.0007 | 0.0015 | 1.0021 | 0.0003 | 1.0003 | 0.0012 | 1.0015 |
| $17 . . . . . . . . . . . .$. | -0.0757 | 1.0180 | -0.0815 | 1.0015 | -0.0777 | 1.0202 | -0.0787 | 1.0218 |
| $18 . . . . . . . . . . . . .$. | -0.1552 | 1.0412 | -0.1677 | 1.0067 | -0.1586 | 1.0486 | -0.1622 | 1.0502 |
| $19 . . . . . . . . . . . .$. | -0.2383 | 1.0733 | -0.2602 | 1.0107 | -0.2432 | 1.0901 | -0.2500 | 1.0911 |
| $20 . . . . . . . . . . . .$. | -0.3258 | 1.1199 | -0.3606 | 1.0105 | -0.3320 | 1.1527 | -0.3429 | 1.1531 |
| $21 . . . . . . . . . . .$. | -0.4180 | 1.1915 | $-0.4700$ | 1.0107 | -0.4317 | 1.2259 | -0.4461 | 1.2397 |
| $22 . . . . . . . . . . . . . .$. | -0.5137 | 1.3166 | -0.5914 | 1.0109 | -0.5479 | 1.2997 | -0.5697 | 1.3245 |
| $23 . . . . . . . . . . . . . .$. | -0.6440 | 1.4082 | -0.7290 | 1.0105 | -0.6815 | 1.3966 | -0.7133 | 1.4410 |
| 24............ | -0.7919 | 1.5299 | -0.8889 | 1.0084 | -0.8394 | 1.5284 | -0.8866 | 1.6056 |

Note that the number of unmatched children whose mother was estimated to be aged $a$ at the time of enumeration must be added to the children whose mother was identified and aged $a$ before the whole is reverse-survived. Note also that equation (C.4) must be applied for $x$ ranging from 0 to $(\gamma-1)$ and for all age groups of mother ( $n<a<r+\gamma$ ).

The quantity $M_{-x}^{0}-x$ represents the number of births occuring during a year $(t-x-1, t-x)$ to women who are between exact ages $a$ and $a+1$ at time $f$. Therefore, $M_{i-x}^{i x}$ are births to women whose ages ranged between $a-x-1$ and $a-x+1$ (exclusive) during the year ( $f-x-1, t-x$ ), so that some adjustment is necessary to obtain the births occurring during that year to women whose ages ranged only between $a-x$ and $a-x+1$. The simplest type of adjustment consists of taking the average of $M_{1}^{p+1-x}$ and $M_{1-x}^{d-x}$ to represent the desired number of births. This average is denoted by $B_{i}^{d-x}$.

Slep 5: reverse survival of actult females. Women aged a at time $t$, $W_{i}$, must be reverse-survived to times $t-x$, for $0<x \leqslant \gamma$. The equation used in this case is

$$
\begin{equation*}
W_{i-x}^{*}=W_{i}^{\prime}\left(1 L_{--x} / 1 L_{n}\right) \tag{C.5}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
W_{i-x}-x=1 L_{v-x}\left(W_{i}^{1} / L_{v}\right) . \tag{C.6}
\end{equation*}
$$

Thus, when one is performing the calculations by hand, it is ensier to calculate first the set of $W_{i}^{/ /} L_{n}$ values and then to multiply them by ${ }_{1} L_{\mathrm{e}-\mathrm{x}}$ for $x$ ranging from 0 to $\boldsymbol{\gamma}$.

Note that the value of $W_{i-x}^{-x}$ obtained in this way represents the number of women whose ages ranged
between $a-x$ and $a-x+1$ (exclusive) at exact time $t-x$. Yet, the number of women that should be used as denominator for $B_{f}^{d-x}$ in calculating age-specific fertility rates is the mid-period female population during the year $(t-x-1, t-x)$. This population, denoted by $N_{i-x}^{e}-x$ can be estimated, as usual, by

$$
\begin{equation*}
N_{t-x}^{d-x}=\left(W_{t-x-1}^{d}-x+W_{-x}^{d}-x\right) / 2.0 . \tag{C.7}
\end{equation*}
$$

Step 6: calculation of age-specific fertility notes. The calculation of fertility rates specific by single year of age and time period is now straightforward, since

$$
\begin{equation*}
f_{t-x}(a)=\frac{B_{i-x}^{a}}{N_{i-x}^{a}} \tag{C.8}
\end{equation*}
$$

where $f_{t-x}(a)$ denotes the fertility rate corresponding to age $a$ during the year $(t-x-1, t-x)$. However, duc to age-reporting errors, rates by singie year are likely to be erratic. Furthermore, since other methods of estimation usually yield fertility rates specific by five-year age group, it may be necessary, for comparison purposes, to calculate conventional five-year age group estimates. This calculation is carried out by cumulating the singleyear fertility schedules just estimated to obtain $F_{r_{-x}}(a)$, that is,

$$
\begin{equation*}
F_{t-x}(a)=\sum_{y=\eta}^{a-1} f_{t-x}(y) \tag{C.9}
\end{equation*}
$$

and then calculating the usual five-year estimates, denoted by $f_{t-x}(i)$, by difierencing

$$
\begin{gather*}
f_{i-x}(i)=(F(10+5(i+1))-F(10+5 i)) / 5.0 \\
\text { for } i=1,2, \ldots, 8 . \tag{C.10}
\end{gather*}
$$

| 第路 | Nomber of citidive by ayp of own |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Mantor of |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | H | 12 | 13 | 14 | 15 |  |
| 15.............. | 13 | 7 | 0 | 2 | 2 | 2 | 1 | 4 | 3 | 4 | 2 | 1 | 3 | I | 3 | 3 | 755 |
| $16 . . . . . . . . . . . .$. | 12 | 3 | 0 | 2 | 0 | 2 | 1 | 1 | t | 0 | 0 | 0 | 2 | 0 | 0 | 1 | 696 |
| 17.............. | 23 | 16 | 6 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 686 |
| $18 . . .1 . . . . . . . .$. | 58 | 36 | 17 | 3 | 0 | 3 | 1 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 706 |
| 19.............. | 66 | 46 | 24 | 13 | 11 | 1 | 3 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 538 |
| $20 . . . . . . . . . . . . .$. | 77 | 55 | 45 | 33 | 19 | 12 | 2 | 1 | 0 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 602 |
| 21.............. | 78 | 71 | 56 | 47 | 48 | 17 | 7 | 5 | 3 | 0 | 1 | 2 | 1 | 1 | 0 | 0 | 488 |
| 22.............. | 84 | 80 | 76 | 73 | 46 | 26 | 18 | 15 | 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 534 |
| $23 . . . . . . . . . . . .4$. | 84 | 85 | 80 | 84 | 61 | 53 | 29 | 24 | 7 | 9 | 1 | 2 | 0 | 2 | 1 | 0 | 488 |
| $24 . . . . . . . . . . . . . . ~$ | 93 | 63 | 78 | 72 | 56 | 48 | 45 | 34 | 17 | 9 | 8 | 3 | 0 | I | 1 | 1 | 411 |
| $25 . . . . . . . . . . . .$. | 91 | 84 | 87 | 83 | 69 | 71 | 55 | 52 | 31 | 2] | 5 | 5 | 2 | 1 | 0 | 0 | 464 |
| $26 . . . . . . . . . . . . .$. | 73 | 67 | 65 | 70 | 66 | 70 | 61 | 55 | 41 | 24 | 17 | $1]$ | I | 1 | 2 | 0 | 393 |
| $27 . . . . . . . . . . . .$. | 58 | 61 | 70 | 58 | 63 | 79 | 64 | 64 | 47 | 28 | 27 | 16 | 11 | 5 | 2 | 1 | 339 |
| $28 . . . . . . . . . . . . .$. | 83 | 71 | 77 | 81 | 94 | 80 | 87 | 91 | 80 | 60 | 42 | 34 | 16 | 8 | 3 | 2 | 442 |
| $29 . . . . . . . . . . . . .$. | 48 | 58 | 52 | 59 | 68 | 64 | 77 | 75 | 61 | 66 | 48 | 50 | 23 | 23 | 6 | 4 | 330 |
| $30 . . . . . . . . . . . .$. | 46 | 60 | 70 | 62 | 82 | 86 | 86 | 86 | 82 | 74 | 69 | 50 | 45 | 31 | 20 | 8 | 403 |
| $31 . . . . . . . . . . . . .$. | 42 | 39 | 42 | 36 | 44 | 44 | 55 | 66 | 63 | 56 | 57 | 46 | 43 | 24 | 12 | 8 | 243 |
| $32 . . . . . . . . . . . . .$. | 45 | 50 | 67 | 54 | 66 | 65 | 73 | 82 | 79 | 91 | 78 | 64 | 63 | 66 | 38 | 30 | 343 |
| $33 . . . . . . . . . . . . .$. | 51 | 33 | 37 | 51 | 46 | 63 | 53 | 58 | 65 | 66 | 65 | 67 | 55 | 50 | \$8 | 24 | 272 |
| $34 . . . . . . . . . . . . .$. | 34 | 34 | 42 | 50 | 46 | 48 | 50 | 72 | 62 | 74 | 68 | 67 | 65 | 46 | 57 | 31 | 257 |
| 35.............. | 33 | 29 | 33 | 30 | 58 | 55 | 60 | 51 | 80 | 63 | 73 | 61 | 77 | 63 | 66 | 40 | 317 |
| 36.............. | 31 | 28 | 40 | 36 | 39 | 43 | 40 | 61 | 71 | 54 | 70 | 61 | 83 | 73 | 69 | 61 | 272 |
| $37 . . . . . . . . . . . .$. | 28 | 23 | 37 | 44 | 43 | 47 | 49 | 60 | 61 | 66 | 74 | 79 | 80 | 79 | 74 | 68 | 291 |
| $38 . . . . . . . . .1 . .$. | 25 | 35 | 28 | 38 | 49 | 49 | 56 | 66 | 65 | 69 | 69 | 70 | 85 | 65 | 87 | 85 | 345 |
| $39 . . . . . . . . . . . . .$. | 17 | 21 | 25 | 22 | 38 | 25 | 38 | 49 | 48 | 40 | 52 | 50 | 62 | 55 | 68 | 59 | 216 |
| $40 . . . . . . . . . . . .$. | 31 | 19 | 33 | 35 | 44 | 39 | 49 | 70 | 65 | 57 | 66 | 75 | 79 | 77 | 80 | 74 | 347 |
| 41 .............. | 8 | 7 | 22 | 22 | 22 | 22 | 27 | 32 | 30 | 39 | 38 | 32 | 46 | 40 | 46 | 45 | 173 |
| $42 . . . . . . . . . . . . .$. | 3 | 6 | 11 | 23 | 18 | 26 | 26 | 43 | 38 | 44 | 50 | 33 | 62 | 68 | 47 | 75 | 242 |
| $43 . . . . . . . . . . . . . . ~$ | 13 | 9 | 15 | 22 | 21 | 31 | 37 | 42 | 46 | 36 | 60 | 59 | 50 | 47 | 66 | 73 | 221 |
| $44 . . . . . . . . . . . .$. | 2 | 5 | 1 | 14 | 17 | 15 | 28 | 26 | 24 | 34 | 43 | 38 | 43 | 46 | 42 | 53 | 182 |
| $45 . . . . . . . . . . . . .$. | 6 | 2 | 9 | 10 | 16 | 19 | 31 | 24 | 42 | 33 | 52 | 45 | 77 | 60 | 55 | 70 | 287 |
| 46.............. | 4 | 4 | 6 | 5 | 11 | 14 | 15 | 13 | 31 | 18 | 29 | 23 | 31 | 33 | 36 | 36 | 158 |
| $47 . . . . . . . . . . . . .$. | 2 | 3 | 1 | 9 | 13 | 19 | 24 | 32 | 38 | 32 | 28 | 36 | 52 | 40 | 40 | 50 | 215 |
| 48.............. | 3 | 4 | 4 | 7 | 7 | 18 | 22 | 28 | 44 | 37 | 40 | 41 | 58 | 59 | 47 | 59 | 263 |
| $49 . . . . . . . . . . . .$. | 0 | 0 | 2 | 3 | 2 | 7 | 8 | 16 | 15 | 19 | 21 | 23 | 40 | 41 | 39 | 32 | 156 |
| S0.............. | 3 | 0 | 2 | 0 | 4 | 6 | 7 | 12 | 11 | 20 | 29 | 29 | 43 | 41 | 47 | 41 | 302 |
| \$1.............. | 1 | 1 | 1 | 0 | 2 | 2 | 2 | 3 | 10 | 11 | 11 | 14 | 25 | 25 | 21 | 22 | 127 |
| $52 . . . . . . . . . . . . .$. | 0 | 1 | 1 | 2 | 2 | 3 | 7 | 6 | 8 | 9 | 12 | 19 | 22 | 12 | 29 | 26 | 169 |
| 53 ............... | 0 | 0 | 0 | 0 | 0 | 4 | 1 | 2 | 2 | 6 | 5 | 12 | 12 | 20 | 19 | 22 | 150 |
| $54 . . . . . . . . . . . .$. | 0 | 0 | 0 | 1 | 2 | 2 | 4 | 4 | 3 | 4 | 9 | 10 | 14 | 15 | 19 | 19 | 146 |
| $55 . . . . . . . . . . . . .$. | 1 | 0 | 1 | 1 | 0 | 2 | I | 2 | 1 | 5 | 4 | 8 | 10 | 13 | 17 | 24 | 183 |
| 56.............. | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 3 | 4 | 3 | 9 | 8 | 11 | 133 |
| \$7.............. | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 2 | 1 | 2 | 2 | 3 | 4 | 9 | 15 | 138 |
| 58.............. | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 3 | 1 | 7 | 4 | 4 | 2 | 6 | 10 | 14 | 126 |
| $59 . . . . . . . . . . . . .$. | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 2 | 1 | 2 | 4 | 82 |
| 60............... | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 3 | 4 | 6 | 5 | 207 |
| $61 . . . . . . . . . . . . .$. | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 2 | 1 | 2 | 86 |
| $62 . . . . . . . . . . . . .$. | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 3 | 107 |
| $63 . . . . . . . . . . . . .$. | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 0 | 0 | 1 | 1 | 2 | 90 |
| $64 . . . . . . . . . . . .$. | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 77 |
| Not known ${ }^{\text {a }}$ | 33 | 50 | 64 | 94 | 101 | 110 | 145 | 155 | 145 | 133 | 171 | 161 | 244 | 212 | 226 | 250 | . |
| TOTAE | 1405 | 1266 | 1 327 | 1352 | 1397 | 1396 | 1450 | 1593 | 1529 | 1424 | 1511 | \$410 | 1641 | 1472 | 1482 | 1455 | - |

- Age of mother could not be determined.

In some cases, errors in the reported ages of young children may produce sequences of five-year age group fertility rates that are still fairly erratic. To obtain a smoother sequence of estimates, averages of the rates for adjacent years are often calculated. Their calculation is illustrated in the detailed example given below.

## 4. A detailed example

The data presented in table 161 serve to illustrate the application of the own-children method of fertility esti-
mation. They were obtained from a survey conducted in Colombia in 1978. That survey included a question on identification of mother at the household level. (The data shown in table 161 have not been weighted.)

Slep I: redistribution of children with unidentified mother. The penultimate row of table 161 gives the number of children whose mother could not be found in the household in which they were enumerated. They are to be redistributed over the columns above them (representing the distribution of all other children with
respect to mother's age). The last row of table 161 gives the totals of each column. In the notation used above, these totals equal $C_{x}+U_{x}$ for $0<x \leqslant 15$. According to equation (C.3),

$$
\begin{equation*}
U_{x}^{a}=C_{x}^{a}\left(U_{x} / C_{x}\right), \tag{C.II}
\end{equation*}
$$

and since, as noted in step 4 of the computational procedure, the number of children who are to be reverseprojected to birth is $C_{x}^{a}+U_{x}^{a}$, this quantity can be expressed as

$$
\begin{equation*}
C_{x}^{a}+U_{x}^{a}=C_{x}^{a}\left(1.0+U_{x} / C_{x}\right), \tag{C.12}
\end{equation*}
$$

that is, for a given age of children (a column in table 161), the desired $C_{x}^{a}+U_{x}^{d}$ values can be obtained merely by multiplying every entry $C_{x}^{e}$ by the factor $K_{x}=(1.0$ $+U_{x} / C_{x}$ ).
For example, consider children aged 8 years. According to table 161, a total of 1,529 children aged 8 were enumerated. Of these, 145 had no mother present. Therefore, those with identified mother amount to 1,384 $=C_{x}$. Hence,

$$
K_{x}=1.0+U_{x} / C_{x}=1.0+145 / 1,384=1.1048
$$

Values of $K_{x}$ for $0<x<15$ are given in table 162. When making the calculations by hand, it is not necessary to calculate the $U_{x}^{e}$ values proper. It suffices to use the factors $K_{x}$ to adjust at a later stage (step 4) the estimated number of births resulting from the reverse survival of children whose mothers were identified.

Step 2: estimation of survivorship probabilities for children Assume that by other methods based on independent data sources (such as children ever born and surviving) it is known that the level of child mortality prevalent among the Colombian population during the period 1963-1978 is approximately equal to 17.2 in the North family of Coale-Demeny models for both sexes

Table 162. Values of the expansion factons, $K_{x}$, used in adiust. ment of own-chlloren data for the bxistence of childoen WITHOUT MOTHER. COLOMDIA, 1978

| Agof | $\begin{gathered} \text { Expentem } \\ \frac{\pi}{k} \\ (x) \end{gathered}$ |
| :---: | :---: |
| 0...................................................................... 1.0241 |  |
| 1...................................................................... 1.0411 |  |
| 2.......................................................................................................... |  |
| 3............................................................................................................ |  |
| 4....................................................................................................... |  |
|  |  |
| 6....................................................................................................... |  |
| 7.......................................................................................................... |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| 15................................................................................................................ 1.2075 |  |

combined. According to table 159, the values of parameters a and $\beta$ associated with levels 17 and 18, North model, sex female are

$$
\begin{aligned}
& \alpha\left\{_{7}=-0.1287 \text { and } \beta f_{7}=0.9564 ;\right. \\
& \alpha f_{8}=-0.2683 \text { and } \beta f_{8}=0.9093 .
\end{aligned}
$$

Thus, the $\alpha$ and $\beta$ values associated with level 17.2 for females can be obtained by interpolation as follows:

$$
\alpha f .2=(0.2)(-0.2683)+(0.8)(-0.1287)=-0.1566
$$

and

$$
\beta f_{7.2}=(0.2)(0.9093)+(0.8)(0.9564)=0.9470 .
$$

Following the same procedure in the case of males, values of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ for males for level $\mathbf{1 7 . 2}$ are estimated as

$$
a_{17.2}^{\prime \prime}=-0.1228 \text { and } \beta_{17}^{\prime \prime} .2=0.8978 .
$$

Using these values of the $\alpha$ and $\beta$ parameters and the standard selected, level 16 for females in the North family of model life tables (see annex XI), $l(x)$ values for ages from 1 to 16 can be calculated using the inverse logit transformation (see chapter I, subsection B.4). The equations needed are

$$
\begin{equation*}
\lambda(x)=\alpha+\beta \lambda_{f}(x) \tag{C.13}
\end{equation*}
$$

and

$$
\begin{equation*}
l(x)=[1.0+\exp (2.0 \lambda(x))]^{-1} \tag{C.14}
\end{equation*}
$$

where $\lambda(x)$ denotes the logit transformation of $l(x)$; and equation (C.14) defines the inverse of the logit transformation. The subindex $s$ is used to denote the standard.
For example, to estimate ( 2 ) for females, one notes first that $\lambda_{f}(2)=-1.1332$ (copied from annex XI). Therefore,

$$
\lambda_{f}(2)=-0.1566+0.9470(-1.1332)=-1.2297,
$$

so that

$$
l_{f}(2)=\frac{1.0}{1.0+\exp (-2.4594)}=0.9213
$$

In an analogous way, $l(\mathbf{2})$ for males may be calculated as follows:

$$
\lambda_{m}(2)=-0.1228+0.8978(-1.1332)=-1.1402,
$$

so

$$
l_{m}(2)=\frac{1.0}{1.0+\exp (-2.2804)}=0.9072
$$

Hence $l_{3}$ (2), the probability of surviving from birth to exact age 2 for both sexes combined may be calculated as

$$
L_{b}(2)=\frac{(1.05)(0.9072)+(0.9213)}{2.05}=0.9141,
$$

assuming that the sex ratio at birth is 1.05 males per female.
Table 163 gives other $l(x)$ values for males, females and both sexes combined. Once these values have been calculated, the desired survivorship probabilities, $L_{x}$, are obtained by averaging contiguous $I(x)$ values. For example,

$$
L_{7}=\frac{l(7)+l(8)}{2.0}=\frac{0.8819+0.8786}{2.0}=0.8803
$$

Tadle 163. Estimates of mobablitties of surviving, $l(x)$ and , $L_{x}$, FOR CHILDREN, NORTH MODEL, COLOMBEA, 1978

| 40485 | Ambiniofy |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $f_{(x)}$ (a) |  | and maxy (ix) (i) |  |
| 0.................... | 1.0000 | 1.0000 | 1.0000 | 0.9478 |
| 1................... | 0.9365 | 0.9242 | 0.9302 | 0.9222 |
| 2................... | 0.9213 | 0.9072 | 0.9141 | 0.9090 |
| 3................... | 0.9114 | 0.8965 | 0.9038 | 0.8999 |
| 4................... | 0.9038 | 0.8882 | 0.8959 | 0.8928 |
| 5................... | 0.8979 | 0.8818 | 0.8897 | 0.8877 |
| 6................... | 0.8939 | 0.8776 | 0.8856 | 0.8838 |
| 7................... | 0.8904 | 0.8738 | 0.8819 | 0.8803 |
| 8................... | 0.8872 | 0.8704 | 0.8786 | 0.8772 |
| 9................... | 0.8845 | 0.8674 | 0.8757 | 0.8745 |
| 10................... | 0.8820 | 0.8648 | 0.8732 | 0.8721 |
| 11................... | 0.8799 | 0.8625 | 0.8710 | 0.8700 |
| 12................... | 0.8779 | 0.8605 | 0.8690 | 0.8681 |
| 13................... | 0.8762 | 0.8586 | 0.8672 | 0.8663 |
| 14................... | 0.8745 | 0.8568 | 0.8654 | 0.8646 |
| 15................... | 0.8728 | 0.8551 | 0.8637 | 0.8627 |
| 16.................... | 0.8709 | 0.8530 | 0.8617 | - |

The only exception is $L_{0}$, the calculation of which requires an estimate of the separation factor for deaths under age one. This factor can be estimated using the equations proposed by Coale and Demeny; the form and coefficients for these equations are shown in table 164. In the case at hand, $q_{f}(1)=1.0-l_{f}(1)=0.0635$ and $\boldsymbol{q}_{m}(1)=0.0758$, so both are less than 0.100 . Hence, the coefficients for case A are used to estimate $S$ for each sex separately as follows:

$$
\begin{aligned}
& S_{f}=0.05+3.0(0.0635)=0.2405 \\
& S_{m}=0.0425+2.875(0.0758)=0.2604
\end{aligned}
$$

so that

$$
\begin{aligned}
, L 6 & =S_{f}+\left(1.0-S_{f}\right)\left(l_{f}(1)\right) \\
& =0.2405+(1.0-0.2405)(0.9365) \\
& =0.9518
\end{aligned}
$$

$$
\begin{aligned}
L_{0}^{m} & =S_{m}+\left(1.0-S_{m}\right)\left(I_{m}(1)\right) \\
& =0.2604+(1.0-0.2604)(0.9242) \\
& =0.9439,
\end{aligned}
$$

and

$$
\begin{aligned}
I_{0}^{b} & =[(1.05)(0.9439)+0.9518] / 2.05 \\
& =0.9478
\end{aligned}
$$

This and other values of, $L_{x}$ for both sexes combined are given in column (5) of table 163.

TABLE 164. COEFFICIENTS FOR ESTIMATION OF SEPARATION factots for aoe onoup 0-1, Coale-Demeny model life tables

| M ${ }^{(1)}$ | Femalat |  | Hention |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| Caxe A: $g(1)<0.100$ |  |  |  |  |
| North, South <br> and West $\qquad$ | 0.0500 | 3.000 | 0.0425 | 2.875 |
| East....................................... | 0.0100 | 3.000 | 0.0025 | 2.875 |
| Case B: $g(1) \geqslant 0.100$ |  |  |  |  |
| North, South and West.. East $\qquad$ | 0.3500 | 0.000 | 0.3300 | 0.000 |
|  | 0.3500 | 0.000 | 0.2900 | 0.000 |
| Equation: $S=a_{1}+b_{1}$ q(1) |  |  |  |  |

Step 3: estimation of survivorship probabilities for adult females. The procedure followed in estimating these probabilities is very similar to that illustrated in the previous step. The main difference is that only females need to be considered and the translation of a given mortality level into values of $\alpha$ and $\beta$ is made by using table 160 . In the case at hand, assume that independent information (orphanhood data, for example) has shown that female adult mortality in Colombia during the period of interest ( 1963 -1978) is well represented by level 16.6 of the West model life tables. Then, according to table 160 , the $\alpha$ and $\beta$ values associated with levels 16 and .17 are, respectively,

$$
\begin{aligned}
& \alpha_{16}=0.0012 \quad \text { and } \beta_{16}=1.0015 ; \\
& \alpha_{17}=-0.0787 \text { and } \beta_{17}=1.0218
\end{aligned}
$$

The values corresponding to level 16.6 are obtained by interpolation as follows:

$$
\begin{aligned}
& \alpha_{16.6}=0.4(0.0012)+0.6(-0.0787)=-0.0467, \\
& \beta_{16.6}=0.4(1.0015)+0.6(1.0218)=1.0137 .
\end{aligned}
$$

$$
{ }^{5} \text { op. ctr. }
$$

Once these a and $\boldsymbol{\beta}$ values have been calculated, equations (C.13) and (C.14) can be used to estimate $I(x)$ by single year of age. For example, for $x=35$, annex XI shows that $\lambda_{f}(35)=-0.6661$ for the West model. Hence,

$$
\lambda(35)=-0.0467+1.0137(-0.6661)=-0.7219
$$

and

$$
l(35)=\frac{1.0}{1.0+\exp (2.0(-0.7219))}=0.8091
$$

Other values of $I(x)$ are shown in columns (2) and (5) of table 165 . From these values, $L_{x}$ values are calculated by taking successive averages. For example,

$$
{ }_{1} L_{35}=(0.8091+0.8048) / 2.0=0.8070
$$

The complete sequence of $L_{x}$ values is given in columas (3) and (6) of table 165.
Step 4: reverse survival of childiren. Using the $C_{x}^{a}$ values shown in table 161 and the , $L_{x}$ estimates presented in table 163, the reverse-projection of enumerated children is straightforward. For example, to estimate the births occurring in 1970 to women aged 25, one proceeds as follows:

$$
\begin{aligned}
& M_{990}^{2}=K_{8}\left(C_{8}^{33} / 1, L_{8}\right)=1.1048(65 / 0.8772)=81.87, \\
& M_{990}^{25}=K_{8}\left(C_{8}^{34} / 1 L_{8}\right)=1.1048(62 / 0.8772)=78.09,
\end{aligned}
$$

so that

$$
\begin{aligned}
B_{1970}^{25} & =\left(M_{990}^{25}+M_{1900}^{26}\right) / 2.0 \\
& =(81.87+78.09) / 2.0=79.98 .
\end{aligned}
$$

The full set of $\boldsymbol{B}_{t-x}^{a}$ values is given in table 166. Note, however, that the headings used in table 166 do not correspond exactly to the notation used so far. The $B_{970}^{\circ}$ estimates, for example, appear in the column labeled "1969/70". This heading is used to suggest explicitly that the births being estimated occurred during parts of both the 1969 and the 1970 calendar years. The exact portions involved depend upon the date on which enumeration (the survey in this case) took place in 1978. Only if enumeration had taken place 31 December 1978 would the $B_{\text {igro }}^{\text {i }}$ estimates refer exclusively to 1970. Although the table headings used may be slightly confusing for the beginner, they have been adopted because they match those appearing in the output of computer programs that implement the own-children method and because, in fact, they are more accurate than the algebraic notation being used. The latter does not refer explicitly to two contiguous calendar years in each case only because such practice would render it even more awkward and imposing.

Lastly, note should be taken that in table 166 the entries for women aged 14 are not the result of averaging births belonging to two different age groups. They are just the values of $M_{i-x}^{d}-x$ when $a-x=15$. Since they represent boundary values, there is always some uncer-

Talle 165. Estimates of momailities of survivino, $I(x)$ and ${ }_{1} L_{x}$,
for adult females. West model. Colomita. 1978

| $\begin{aligned} & \sqrt{x} \\ & i(1) \end{aligned}$ |  |  | $\begin{aligned} & 4 y \\ & \text { (4) } \end{aligned}$ | Probetilty of mentide <br>  (3) | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $15 . . . . . . . . . . . .$. | 0.8735 | 0.8725 | 41 | 0.7824 | 0.7800 |
| $16 . . . . . . . . . . .$. | 0.8714 | 0.8703 | 42 | 0.7776 | 0.7751 |
| $17 . . . . . . . . . . . .$. | 0.8691 | 0.8679 | 43 | 0.7726 | 0.7701 |
| $18 . . . . . . . . . . . .$. | 0.8667 | 0.8655 | 44 | 0.7675 | 0.7649 |
| $19 . . . . . . . . . . . .$. | 0.8642 | 0.8629 | 45 | 0.7622 | 0.7595 |
| $20 . . . . . . . . . . . .$. | 0.8616 | 0.8602 | 46 | 0.7567 | 0.7539 |
| $21 . . . . . . . . . . . .$. | 0.8587 | 0.8573 | 47 | 0.7510 | 0.7480 |
| $22 . . . . . . . . . . .$. | 0.8558 | 0.8542 | 48 | 0.7449 | 0.7418 |
| 23 .............. | 0.8526 | 0.8510 | 49 | 0.7386 | 0.7353 |
| $24 . . . . . . . . . . . .$. | 0.8494 | 0.8478 | 50 | 0.7320 | 0.7285 |
| $25 . . . . . . . . . . . .$. | 0.8461 | 0.8445 | 51 | 0.7250 | 0.7214 |
| $26 . . . . . . . . . . . .$. | 0.8428 | 0.84]1 | 52 | 0.7177 | 0.7138 |
| $27 . . . . . . . . . . . .$. | 0.8394 | 0.8380 | 53 | 0.7099 | 0.7059 |
| $28 . . . . . . . . . . . .$. | 0.8366 | 0.8345 | 54 | 0.7018 | 0.6975 |
| $29 . . . . . . . . . . . .$. | 0.8323 | 0.8305 | 55 | 0.6931 | 0.6885 |
| $30 . . . . . . . . . . . .$. | 0.8286 | 0.8268 | 56 | 0.6839 | 0.6791 |
| $31 . . . . . . . . . . . .$. | 0.8249 | 0.8230 | 57 | 0.6742 | 0.6690 |
| $32 . . . . . . . . . . . .$. | 0.8211 | 0.8192 | 58 | 0.6638 | 0.6583 |
| 33 .............. | 0.8172 | 0.8152 | 59 | 0.6527 | 0.6469 |
| $34 . . . . . . . . . . . .$. | 0.8132 | 0.8112 | 60 | 0.6410 | 0.6348 |
| $35 . . . . . . . . . . . .$. | 0.8091 | 0.8070 | 61 | 0.6285 | 0.6218 |
| $36 . . . . . . . . . . . .$. | 0.8048 | 0.8027 | 62 | 0.6151 | 0.6081 |
| $37 . . . . . . . . . . . .$. | 0.8005 | 0.7983 | 63 | 0.6010 | 0.5935 |
| 38. | 0.7961 | 0.7939 | 64 | 0.5859 | 0.5779 |
| $39 . . . . . . . . . . . .$. | 0.7916 | 0.7893 | 65 | 0.5698 | - |
| 40 .............. | 0.7870 | 0.7847 |  |  |  |

Table 166. Estimated number of births in single year periods. oy single year of age of mother. Colomain. 1963/64-1977/78

| Arfoarim |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 103/194 | 396/1965 | 1951/196 | 1\%6//107 | 1967/1900 | 1968/7\%09 | 1969/1970 | 1970/1977 | 19711972 | 1972/1973 | 1973/1974 | 1974/1975 | 1975/1976 | 1976/1979 | 1977/1978 |
| 14............... | 8.19 | 10.79 | 14.89 | 14.28 | 6.47 | 11.35 | 8.82 | 18.88 | 8.80 | 34.68 | 13.29 | 3.58 | 6.94 | 3.39 | 14.05 |
| 15 ............... | 17.75 | 20.91 | 18.27 | 17.52 | 14.23 | 18.92 | 15.12 | 24.55 | 15.72 | 17.74 | 18.12 | 9.56 | 13.29 | 10.73 | 13.51 |
| $16 . . . . . . . . . . . . .$. | 21.84 | 36.42 | 26.40 | 32.45 | 28.45 | 28.39 | 30.23 | 36.51 | 29.56 | 26.30 | 40.46 | 27.48 | 23.70 | 29.36 | 18.91 |
| $17 . . . . . . . . . . . . .$. | 34.13 | 37.10 | 46.02 | 54.52 | 44.62 | 32.80 | 45.35 | 54.13 | 46.53 | 48.32 | 56.76 | 47.79 | 39.88 | 46.30 | 43.76 |
| $18 . . . . . . . . . . . . .$. | 65.53 | 60.70 | 59.56 | 64.90 | 58.20 | 55.51 | 55.43 | 67.35 | 62.88 | 61.77 | 64.61 | 71.68 | 58.38 | 57.03 | 66.99 |
| 19................... | 78.49 | 78.24 | 71.74 | 62.30 | 75.66 | 79.48 | 79.99 | 74.90 | 72.95 | 72.78 | 70.65 | 93.78 | 76.30 | 71.14 | 77.26 |
| $20 . . . . . . . . . . . . . . .$. | 83.96 | 64.75 | 79.86 | 71.39 | 81.48 | 88.31 | 88.81 | 97.56 | 78.61 | 86.24 | 75.48 | 93.19 | 90.17 | 85.26 | 83.74 |
| $21 . . . . . . . . . . . .$. | 92.15 | 73.52 | 81.22 | 85.02 | 87.30 | 82.01 | 90.07 | 104.49 | 94.95 | 91.13 | 81.52 | 92.59 | 91.33 | 93.16 | 87.52 |
| 22. | 97.61 | 91.73 | 96.11 | 86.96 | 92.47 | 92.73 | 91.33 | 101.34 | 103.13 | 97.25 | 77.90 | 91.39 | 95.37 | 83.56 | 90.77 |
| $23 . . . . . . . . . . . . .$. | 109.89 | 102.52 | 108.29 | 83.07 | 86.01 | 99.04 | 89.44 | 95.67 | 102.50 | 88.07 | 94.81 | 76.46 | 87.86 | 83.00 | 95.63 |
| $24 . . . . . . . . . . . . . . . . . .$. | 105.80 | 97.12 | 110.32 | 79.18 | 91.18 | 88.31 | 90.70 | 93.16 | 88.67 | 91.74 | 97.83 | 83.03 | 78.03 | 85.26 | 99.41 |
| $25 . . . . . . . . . . . .$. | 101.02 | 80.94 | 111.67 | 90.86 | 92.47 | 86.42 | 79.99 | 88.12 | 80.49 | 79.51 | 90.58 | 83.63 | 84.97 | 72.27 | 88.60 |
|  | 86.00 | 89.03 | 99.49 | 96.70 | 93.12 | 73.81 | 89.44 | 81.83 | 79.23 | 66.67 | 76.09 | 72.28 | 74.57 | 74.53 | 70.78 |
| $27 . . . . . . . . . . . . .$. | 63.48 | 78.91 | 95.43 | 77.88 | 92.47 | 75.70 | 95.11 | 77.42 | 64.77 | 78.29 | 66.43 | 58.54 | 70.52 | 72.83 | 76.18 |
| $28 . . . . . . . . . . . . .$. | 77.13 | 72.84 | 84.60 | 81.12 | 78.25 | 85.16 | 83.14 | 70.50 | 69.17 | 67.89 | 67.63 | 53.76 | 64.74 | 66.62 | 70.78 |
| $29 . . . . . . . . . . . .$. | 73.72 | 77.56 | 73.09 | 69.44 | 76.31 | 68.76 | 79.36 | 76.16 | 62.88 | 63.00 | 55.56 | 62.72 | 63.01 | 55.90 | 50.79 |
| $30 . . . . . . . . . . . . . . . . .$. | 66.21 | 62.73 | 75.80 | 42.18 | 67.25 | 61.19 | 71.18 | 79.31 | 55.97 | 59.94 | 62.80 | 60.33 | 60.12 | 50.25 | 47.54 |
| $31 . . . . . . . . . . . . . . . . . . . ~$ | 62.11 | 71.49 | 62.94 | 59.71 | 56.91 | 60.56 | 71.18 | 72.39 | 66.03 | 55.05 | 58.58 | 47.79 | 45.66 | 46.86 | 47.00 |
| $32 . . . . . . . . . . . .$. | 51.87 | 62.73 | 81.22 | 62.95 | 71.13 | 52.36 | 59.84 | 74.90 | 59.11 | 58.72 | 49.52 | 39.42 | 43.35 | 37.83 | 51.87 |
| $33 . . . . . . . . . . . . .$. | 59.38 | 49.24 | 73.09 | 53.87 | 66.61 | 50.47 | 42.83 | 64.20 | 54.71 | 45.26 | 55.56 | 47.79 | 42.20 | 35.57 | 45.92 |
| $34 . . . . . . . . . . . .$. | 58.70 | 66.77 | 56.17 | 44.13 | 61.43 | 44.16 | 52.91 | 47.21 | 47.79 | 39.14 | 52.54 | 48.98 | 44.51 | 32.18 | 36.20 |
| 35................. | 58.70 | 67.45 | 74.45 | 38.29 | 52.38 | 42.26 | 44.09 | 53.50 | 33.33 | 37.31 | 49.52 | 35.84 | 37.57 | 28.80 | 34.58 |
| $36 . . . . . . . . . . . . . . . .$. | 46.41 | 55.31 | 66.33 | 49.97 | 36.86 | 32.17 | 41.57 | 42.80 | 39.62 | 29.36 | 39.86 | 34.05 | 30.64 | 32.75 | 31.88 |
| $37 . . . . . . . . . . . . . . . . . .$. | 34.13 | 44.51 | 56.17 | 41.54 | 43.97 | 31.54 | 45.98 | 31.47 | 40.87 | 34.86 | 24.15 | 34.05 | 33.53 | 31.62 | 28.63 |
| 38.............. | 32.76 | 24.\% | 46.02 | 33.75 | 39.45 | 43.53 | 43.46 | 23.29 | 37.10 | 28.13 | 23.55 | 26.88 | 31.79 | 22.58 | 22.69 |
| $39 . . . . . . . . . . . . .$. | 25.94 | 21.58 | 31.81 | 27.91 | 32.33 | 35.33 | 51.65 | 28.32 | 28.93 | 20.80 | 22.95 | 26.88 | 19.07 | 14.68 | 25.93 |
|  | 24.57 | 23.61 | 23.01 | 21.42 | 25.87 | 24.60 | 37.16 | 37.77 | 24.52 | 20.18 | 19.93 | 21.50 | 15.03 | 7.34 | 21.07 |
| $41 . . . . . . . . . . . . .$. | 17.06 | 18.88 | 17.60 | 20.12 | 14.87 | 19.56 | 16.38 | 27.70 | 28.93 | 20.18 | 16.30 | 14.34 | 9.25 | 8.47 | 7.02 |
| $42 . . . . . . . . . . . . . . . . . .$. | 11.60 | 14.84 | 16.24 | 14.28 | 10.99 | 12.62 | 13.23 | 17.62 | 18.87 | 22.63 | 14.49 | 8.96 | 5.78 | 7.90 | 9.72 |
| $43$ | 12.97 | 8.77 | 8.80 | 11.68 | 9.05 | 9.46 | 11.34 | 9.44 | 9.43 | 15.29 | 12.08 | 8.36 | 8.67 | 3.95 | 8.10 |
| $44 . . . . . . . . . . . . .$. | 8.19 | 6.74 | 4.06 | 7.79 | 8.41 | 6.31 | 6.30 | 5.66 | 5.66 | 7.95 | 5.43 | 9.56 | 4.05 | 3.39 | 4.32 |
| $45$ | 5.46 | 4.72 | 3.38 | 3.89 | 4.53 | 5.68 | 3.15 | 5.04 | 5.66 | 4.89 | 3.62 | \$.97 | 2.89 | 3.95 | 5.40 |
| $46 . . . . . . . . . . . . .$. | 4.78 | 3.37 | 2.71 | 3.89 | 3.23 | 3.78 | 2.52 | 3.78 | 5.03 | 3.06 | 3.62 | 1.79 | 3.47 | 3.95 | 3.24 |
| $47 . . . . . . . . . . . . .$. | 1.37 | 4.05 | 3.38 | 3.24 | 3.88 | 1.26 | 1.26 | 3.78 | 3.14 | 4.28 | 2.42 | 0.00 | 2.31 | 2.26 | 2.70 |
| $48$ $\qquad$ | 1.37 | 1.35 | 2.71 | 1.30 | 3.23 | 5.05 | 1.89 | 2.52 | 3.14 | 3.67 | 1.21 | 1.19 | 1.73 | 0.00 | 1.62 |
| $49 . . . . . . . . . . . . .$. | 0.68 | 0.67 | 0.68 | 0.65 | 1.94 | 4.42 | 1.89 | 1.26 | 1.26 | 2.45 | 1.21 | 1.19 | 1.16 | 0.56 | 1.62 |

Nose: The figures in this table were generated by computer. They may oot coincide with those given in the text due to rounding and truncation in intermediate calculations.

TARLE 167. Estimated numier of women in sinole year periods, by single-veak age of woman, Colompia, 1963/64-1977/78

| Agey |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 196/f9w | 1960/IMS | 183/new | 1806/7867 | 1987/ase | 194enter | INPH\%\% | 1970/by | 1971/197 | 19711973 | 1973/1974 | 1974/1975 | 1973/1976 | 1976/7977 | 1977/1978 |
| 14. | 405.24 | 408.38 | 381.10 | 444.44 | 452.11 | 462.60 | 523.96 | 522.15 | 554.84 | 578.52 | 629.14 | 702.12 | 695.17 | 727.96 | 756.64 |
| 15.............. | 385.94 | 404.36 | 407.49 | 380.27 | 443.48 | 451.13 | 461.60 | 522.82 | 521.02 | 553.63 | 577.27 | 627.78 | 700.59 | 693.66 | 726.38 |
| $16 . . . . . . . . . . . . .$. | 340.54 | 384.96 | 403.34 | 406.47 | 379.31 | 442.36 | 449.99 | 460.43 | 521.51 | 519.70 | 552.23 | 575.81 | 626.19 | 698.83 | 691.91 |
| $17 . . . . . . . . . . . .$. | 309.85 | 339.65 | 383.95 | 402.28 | 405.39 | 378.31 | 441.19 | 448.80 | 459.22 | 520.13 | 518.33 | 550.78 | 574.29 | 624.54 | $6 \% .98$ |
| $18 . . . . . . . . . . . . .$. | 325.61 | 308.99 | 338.71 | 382.89 | 401.16 | 404.27 | 377.26 | 439.97 | 447.56 | 457.95 | 518.69 | 516.89 | 549.25 | 572.70 | 622.81 |
| $19 . . . . . . . . . . . . .$. | 280.66 | 324.63 | 308.06 | 337.69 | 381.73 | 399.96 | 403.06 | 376.13 | 438.65 | 446.21 | 456.57 | 517.13 | 515.34 | 547.60 | \$70.98 |
| $20 . . . . . . . . . . . . .$. | 305.21 | 279.75 | 323.57 | 307.06 | 336.59 | 380.50 | 398.66 | 401.75 | 374.91 | 437.22 | 444.77 | 455.09 | 515.45 | 513.67 | 545.83 |
| $21 . . . . . . . . . . . . .$. | 313.61 | 304.18 | 278.81 | 322.48 | 306.03 | 335.46 | 379.21 | 397.32 | 400.39 | 373.64 | 435.75 | 443.27 | 453.56 | 513.72 | 511.94 |
| $22 . . . . . . . . . . . . .$. | 300.41 | 312.52 | 303.12 | 277.83 | 321.36 | 304.95 | 334.28 | 377.89 | 395.93 | 398.99 | 372.34 | 434.22 | 441.72 | 451.97 | 511.92 |
| $23 . . . . . . . . . . . . .$. | 340.01 | 299.29 | 311.35 | 301.98 | 276.79 | 320.15 | 303.81 | 333.03 | 376.47 | 394.44 | 397.50 | 370.94 | 432.60 | 440.06 | 450.28 |
| $24 . . . . . . . . . . . . .$. | 300.22 | 338.73 | 298.16 | 310.17 | 300.85 | 275.75 | 318.95 | 302.67 | 331.78 | 375.05 | 392.96 | 39.00 | 369.55 | 430.97 | 438.41 |
| $25 . . . . . . . . . . . . .$. | 302.27 | 299.05 | 337.41 | 297.00 | 308.97 | 299.68 | 274.68 | 317.71 | 301.49 | 330.49 | 373.59 | 391.43 | 394.46 | 368.11 | 429.29 |
| $26 . . . . . . . . . . . . .$. | 279.25 | 301.06 | 297.84 | 336.06 | 295.81 | 307.72 | 298.47 | 273.57 | 316.43 | 300.28 | 329.16 | 372.09 | 389.85 | 392.87 | 366.63 |
| $27 . . . . . . . . . . . . .$. | 223.75 | 278.22 | 299.95 | 296.75 | 334.82 | 294.72 | 306.59 | 297.37 | 272.57 | 315.26 | 299.17 | 327.94 | 370.72 | 388.42 | 391.43 |
| $28 . . . . . . . . . . . . .$. | 250.01 | 222.82 | 277.05 | 298.70 | 295.51 | 333.42 | 293.49 | 30531 | 296.13 | 271.43 | 313.94 | 297.92 | 326.57 | 369.17 | 386.79 |
| 29.............. | 217.97 | 248.81 | 221.75 | 275.73 | 297.26 | 294.09 | 331.82 | 292.08 | 303.85 | 294.71 | 270.13 | 312.44 | 296.49 | 325.01 | 367.40 |
| $30 . . . . . . . . . . . . .$. | 254.58 | 217.00 | 247.71 | 220.76 | 274.50 | 295.94 | 292.78 | 330.34 | 290.78 | 302.49 | 293.40 | 268.92 | 311.05 | 295.17 | 323.56 |
| 31.............. | 241.75 | 253.41 | 216.00 | 246.57 | 219.75 | 273.24 | 294.58 | 291.43 | 328.82 | 289.44 | 301.10 | 292.05 | 267.69 | 309.62 | 293.82 |
| $32 . . . . . . . . . . . . .$. | 203.58 | 240.60 | 252.21 | 214.98 | 245.40 | 218.70 | 271.94 | 293.18 | 290.05 | 327.27 | 288.07 | 299.67 | 290.66 | 266.42 | 308.15 |
| $33 . . . . . . . . . . . . .$. | 261.69 | 202.61 | 239.46 | 251.01 | 213.96 | 244.23 | 217.66 | 27.65 | 291.79 | 288.67 | 325.71 | 286.70 | 298.25 | 289.28 | 265.15 |
| $34 . . . . . . . . . . . .$. | 229.83 | 260.37 | 201.59 | 238.25 | 249.75 | 212.88 | 243.00 | 216.57 | 269.29 | 290.32 | 287.22 | 324.07 | 285.26 | 296.75 | 287.82 |
| $35 . . . . . . . . . . . . .$. | 252.85 | 228.64 | 259.02 | 200.55 | 237.02 | 248.45 | 211.78 | 241.74 | 215.45 | 267.89 | 288.82 | 285.73 | 322.39 | 283.78 | 295.21 |
| $36 . . . . . . . . . . . . .$. | 237.05 | 251.53 | 227.45 | 257.67 | 199.50 | 235.79 | 247.16 | 210.67 | 240.49 | 214.33 | 266.50 | 287.31 | 284.25 | 320.71 | 282.30 |
| $37 . . . . . . . . . . . . .$. | 164.78 | 235.75 | 250.15 | 226.20 | 256.26 | 198.41 | 234.49 | 245.80 | 20952 | 239.17 | 213.15 | 265.04 | 285.74 | 282.69 | 318.96 |
| $38 . . . . . . . . . . . . .$. | 178.34 | 163.87 | 234.45 | 248.77 | 224.95 | 254.85 | 197.31 | 233.20 | 244.45 | 208.37 | 237.85 | 211.98 | 263.58 | 284.16 | 281.13 |
| $39 . . . . . . . . . . . . .$. | 166.49 | 177.31 | 162.92 | 233.09 | 247.33 | 223.65 | 253.37 | 1\%6.17 | 231.85 | 243.03 | 207.16 | 236.47 | 210.75 | 262.05 | 282.52 |
| $40 . . . . . . . . . . . . .$. | 186.42 | 16552 | 176.28 | 161.97 | 231.73 | 245.89 | 222.35 | 251.89 | 195.03 | 230.50 | 241.62 | 205.95 | 235.09 | 209.52 | 260.52 |
| $41 . . . . . . . . . . . .$. | 180.05 | 185.31 | 164.53 | 175.22 | 161.00 | 230.34 | 244.42 | 221.01 | 250.39 | 193.86 | 229.12 | 240.17 | 204.72 | 233.69 | 208.26 |
| $42 . . . . . . . . . . . . .$. | 155.85 | 178.92 | 184.14 | 163.50 | 174.12 | 159.99 | 228.90 | 242.68 | 219.62 | 248.81 | 192.64 | 227.68 | 238.66 | 203.43 | 232.22 |
| $43 . . . . . . . . . . . . .$. | 153.14 | 154.85 | 177.77 | 182.95 | 162.44 | 173.00 | 158.96 | 227.42 | 241.31 | 218.21 | 247.21 | 191.40 | 226.21 | 237.12 | 202.12 |
| 44 ............... | 121.70 | 152.10 | 153.80 | 176.57 | 181.72 | 161.35 | 171.83 | 157.89 | 225.88 | 239.68 | 216.73 | 245.54 | 190.11 | 224.68 | 235.52 |
| $45 . . . . . . . . . . . . .$. | 171.99 | 120.84 | 151.03 | 152.72 | 175.32 | 180.44 | 160.21 | 170.62 | 156.77 | 224.29 | 237.99 | 215.20 | 243.80 | 188.76 | 223.10 |
| $46 . . . . . . . . . . . . . .$. | 175.05 | 170.70 | 119.93 | 149.90 | 151.57 | 174.00 | 179.08 | 159.00 | 16934 | 155.60 | 222.61 | 236.21 | 213.59 | 241.98 | 187.35 |
| $47 . . . . . . . . . . . . .$. | 117.53 | 173.68 | 169.37 | 118.99 | 148.72 | 150.39 | 172.64 | 177.68 | 157.76 | 168.01 | 154.38 | 220.86 | 234.36 | 211.92 | 240.0 |
| 48. | 121.53 | 116.57 | 172.26 | 167.99 | 118.02 | 147.51 | 149.16 | 171.23 | 176.23 | 156.47 | 166.64 | 153.12 | 219.06 | 232.45 | 210.19 |
| 49............... | 104.76 | 120.46 | 115.55 | 170.75 | 166.51 | 116.99 | 146.22 | 147.85 | 169.73 | 174.69 | 155.10 | 165.18 | 151.78 | 217.14 | 230.41 |

Note: The figures in this table were generated by computer. They may not coincide with thove given in the text due to roanding and truncation in intermediate calculations.
tainty about their accuracy, and it is perhaps better to ignore them when computing total fertility.

Step 5: reverse survival of adult females. Using the $L_{x}$ values shown in table 165, the reverse projection of females given in table 161 is carried out by using equation (C.5), or (C.6) when the calculations are being made systematically in two steps by hand. As an example, the female population aged 25 at the middle of a year ( $1969 / 70$ ) is calculated. As intermediate steps one needs to compute $\boldsymbol{W}_{1509}^{25}$ and $\boldsymbol{W}_{2970}^{25}$ by

$$
\begin{aligned}
& W_{1970}^{25}=W_{1978}^{33}\left(L_{25} / L_{33}\right)=272(0.8445 / 0.8152)=281.78 \\
& W_{1969}^{25}=W_{1978}^{34}\left(, L_{25} / L_{34}\right)=257(0.8445 / 0.8112)=267.55
\end{aligned}
$$

and then to compute their average as

$$
N_{1970}^{25}=(281.78+267.55) / 2.0=274.66
$$

All values of $N_{i-x}^{a}$ are given in table 167.
Slep 6: calculation of age-specific fertility rates. The calculation of age-specific fertility rates by single years, denoted by $f_{1-x}(a)$, using equation (C.8), is simple. For example,

$$
f_{t-x}(25)=B_{1970}^{25} / N_{1970}^{25}=79.98 / 274.66=0.2912
$$

Other values of $f_{t-x}(a)$ are shown in table 168. From these values, the calculation of five-year age-specific fertility rates, denoted by $f_{t-x}(i)$, is carried out using a modification of equation (C.10) as illustrated below:

$$
\begin{aligned}
f_{1970}(1) & =\left(f_{1970}(15)+f_{1970}(16)+f_{1970}(17)+\right. \\
& \left.+f_{1970}(18)+f_{1970}(19)\right) / 5.0 \\
& =(0.0327+0.0672+0.1028+0.1469+ \\
& +0.1985) / 5.0=0.1096
\end{aligned}
$$

Other estimates of $f_{t-x}(i)$ are given in table 169. They are obtained by averaging the relevant $f_{t-x}(a)$ values, as specified by the next general equation:

$$
\begin{equation*}
f_{i-x}(i)=\sum_{a=10+3 i}^{14+5 i} f_{t-x}(a) \tag{C.15}
\end{equation*}
$$

Tables 168 and 169 also show values of total fertility. In both cases, they are obtained by adding the $f_{t-x}(a)$ values or the $f_{1-x}(i)$ values multiplied by five to take into account the fact that the latter values represent five-year averages. The difference between the total fertility values appearing in table 168 and those shown in table 169 is due to the fact that the values given in table 168 include the fertility rates for age 14, whereas those shown in table 169 do not.

Note that every set of fertility rates and total fertility estimates is labelled with a pair of years, indicating the period to which the rates refer. According to the notation used in this section, the second or last year of each period is that denoted by $(t-x)$.

Consider the sequence of total fertility estimates obtained by the application of the own-children method (given in table 169). In general, these estimates tend to increase as one moves into the past. There are, however, some exceptions to a monotonical increase. The estimates for the single-year periods 1965/66 and 1967/68 are higher than those of the neighbouring years. They are estimates derived from children whose reported ages in 1978 were 12 and 10 years, respectively. Obviously, age-heaping at these preferred ages is the cause of the relatively high total fertility estimates associated with 1965/66 and 1967/68. The relatively low total fertility estimated for $1966 / 67$ is probably also due to agereporting errors: avoidance of age 11 in 1978 . To smooth out some of the peaks and troughs observed in the raw total fertility estimates, averages of the estimates for contiguous years may be calculated. The estimates shown in table 170 are obtained in this way; for example,

$$
\begin{aligned}
f_{167-1969}(3) & =\left(f_{1966 / 67}(3)+f_{1 \% 67 / 68}(3)+f_{1968 / 69}(3)\right) / 3.0 \\
& =(0.2759+0.2823+0.2549) / 3.0=0.2710
\end{aligned}
$$

and

$$
\begin{aligned}
T F_{1967-1969} & =\left(T F_{1966 / 67}+T F_{1967 / 68}+T F_{1968 / 69}\right) / 3.0 \\
& =(5.8168+6.1170+5.5807) / 3.0=5.8382
\end{aligned}
$$

The smoothed total fertility estimates given in table 170 increase steadily as one moves further into the past; that is, they are consistent with the existence of a longterm decline in fertility. The levels they imply are, on the whole, satisfactory but should not be interpreted too strictly. In particular, it appears likely that the strong attraction of age 12 may bias the $1964-1966$ estimate upward, and that selective omission of young children may bias downward the estimate for 1976-1978. Comparison of these estimates with those derived from other sources and by other methods is necessary in order to validate them.

To conclude, it must be pointed out that the ownchildren method, as described bere, uses unchanging mortality schedules for the entire period under consideration. The modification of the method to the case in which mortality changes is straightforward, but it is not common to have the information required to estimate with some confidence a time-series of mortality schedules. Therefore, the version of the method described here is suited for many of the cases encountered in practice.

TAALE 168. ESTIMATEDSINCLE-YEAR FERTLLITY RATES, DY SINGLE-VEARIOF AGE OF WOMAN, COLOMBAA. 1963/64-1977/78

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1960 | 196711904 | Hentios | HW5/H0w |  | 1\%67nex | 1967/tes |  | 1970/197I | 1971/1972 | 1972/1973 | 1973/1974 | 1974/1975 | 1975/19\% | 1977/1978 | 4978/1979 |
| 14.............. | 0.0202 | 0.0264 | 0.0391 | 0.0321 | 0.0143 | 0.0245 | 0.0168 | 0.0362 | 0.0159 | 0.0254 | 0.0211 | 0.0051 | 0.0100 | 0.0047 | 0.0186 |
|  | 0.0460 | 0.0517 | 0.0448 | 0.0461 | 0.0321 | 0.0419 | 0.0327 | 0.0470 | 0.0302 | 0.0320 | 0.0314 | 0.0152 | 0.0190 | 0.0155 | 0.0186 |
| $16 . . . . . . . . . . . .$. | 0.0641 | 0.0946 | 0.0654 | 0.0798 | 0.0750 | 0.0642 | 0.0672 | 0.0793 | 0.0567 | 0.0506 | 0.0733 | 0.0477 | 0.0378 | 0.0420 | 0.0273 |
| $17 . . . . . . . . . . . . .$. | 0.1101 | 0.1092 | 0.1199 | 0.1355 | 0.1101 | 0.0867 | 0.1028 | 0.1206 | 0.1013 | 0.0929 | 0.1095 | 0.0868 | 0.0694 | 0.0741 | 0.0628 |
| 18.............. | 0.2012 | 0.1965 | 0.1758 | 0.1695 | 0.1451 | 0.1373 | 0.1469 | 0.1531 | 0.1405 | 0.1349 | 0.1246 | 0.1387 | 0.1063 | 0.0996 | 0.1076 |
| 19................ | 0.2797 | 0.2410 | 0.2329 | 0.1845 | 0.1982 | 0.1987 | 0.1985 | 0.1991 | 0.1663 | 0.1631 | 0.1547 | 0.1814 | 0.1481 | 0.1299 | 0.1353 |
| $20 . . . . . . . . . . . . .$. | 0.2751 | 0.2314 | 0.2468 | 0.2325 | 0.2421 | 0.2321 | 0.2228 | 0.2428 | 0.2097 | 0.1972 | 0.1697 | 0.2048 | 0.1749 | 0.1660 | 0.1534 |
| $21 . . . . . . . . . . . . .$. | 0.2938 | 0.2417 | 0.2913 | 0.2636 | 0.2853 | 0.2445 | 0.2375 | 0.2630 | 0.2372 | 0.2439 | 0.1871 | 0.2089 | 0.2014 | 0.1813 | 0.1710 |
| $22 . . . . . . . . . . . . . . . . . . .$. | 0.3249 | 0.2935 | 0.3171 | 0.3130 | 0.2878 | 0.3041 | 0.2732 | 0.2682 | 0.2605 | 0.2437 | 0.2092 | 0.2105 | 0.2159 | 0.1849 | 0.1773 |
| $23 . . . . . . . . . . . . .$. | 0.3232 | 0.3425 | 0.3478 | 0.2751 | 0.3107 | 0.3093 | 0.2944 | 0.2873 | 0.2723 | 0.2233 | 0.2385 | 0.2061 | 0.2031 | 0.1886 | 0.2124 |
| $24 . . . . . . . . . . . . .$. | 0.3524 | 0.2867 | 0.3700 | 0.2553 | 0.3031 | 0.3203 | 0.2844 | 0.3078 | 0.2672 | 0.2446 | 0.2489 | 0.2097 | 0.2112 | 0.1978 | 0.2268 |
| $25 . . . . . . . . . . . . .$. | 0.3342 | 0.2706 | 0.3310 | 0.3059 | 0.2993 | 0.2884 | 0.2912 | 0.2774 | 0.2670 | 0.2406 | 0.2425 | 0.2136 | 0.2154 | 0.1963 | 0.2064 |
| $26 . . . . . . . . . . . .$. | 0.3080 | 0.2957 | 0.3340 | 0.2877 | 0.3148 | 0.2398 | 0.2997 | 0.2991 | 0.2504 | 0.2220 | 0.2312 | 0.1943 | 0.1913 | 0.1897 | 0.1930 |
| $27 . . . . . . . . . . . . .$. | 0.2837 | 0.2836 | 0.3182 | 0.2624 | 0.2762 | 0.2569 | 0.3102 | 0.2604 | 0.2376 | 0.2483 | 0.2220 | 0.1785 | 0.1902 | 0.1875 | 0.1946 |
| 28. | 0.3085 | 0.3269 | 0.3054 | 0.2716 | 0.2648 | 0.2554 | 0.2833 | 0.2309 | 0.2336 | 0.2501 | 0.2154 | 0.1805 | 0.1982 | 0.1805 | 0.1830 |
| $29 . . . . . . . . . . . . .$. | 0.3382 | 0.3117 | 0.32\% | 0.2519 | 0.2567 | 0.2338 | 0.2392 | 0.2608 | 0.2070 | 0.2138 | 0.2057 | 0.2007 | 0.2125 | 0.1720 | 0.1382 |
| $30 . . . . . . . . . . . .$. | 0.2601 | 0.2891 | 0.3060 | 0.1911 | 0.2450 | 0.2068 | 0.2431 | 0.2401 | 0.1925 | 0.1982 | 0.2141 | 0.2243 | 0.1933 | 0.1702 | 0.1469 |
| 31.............. | 0.2569 | 0.2821 | 0.2914 | 0.2422 | 0.2590 | 0.2216 | 0.2416 | 0.2484 | 0.2008 | 0.1902 | 0.1945 | 0.1636 | 0.1706 | 0.1514 | 0.1600 |
| $32 . . . . . . . . . . . . .$. | 0.2548 | 0.2607 | 0.3220 | 0.2928 | 0.2899 | 0.2394 | 0.2200 | 0.2555 | 0.2038 | 0.5794 | 0.1719 | 0.1316 | 0.1491 | 0.1420 | 0.1683 |
| $33 . . . . . . . . . . . . .$. | 0.2269 | 0.2430 | 0.3052 | 0.2146 | 0.3113 | 0.2066 | 0.1968 | 0.2372 | 0.1875 | 0.1568 | 0.1706 | 0.1667 | 0.1415 | 0.1230 | 0.1732 |
| 34.............. | 0.2554 | 0.2565 | 0.2787 | 0.1852 | 0.2460 | 0.2074 | 0.2177 | 0.2180 | 0.1775 | 0.1348 | 0.1829 | 0.1511 | 0.1560 | 0.1085 | 0.1258 |
| $35 . . . . . . . . . . . .$. | 0.2322 | 0.2950 | 0.2874 | 0.1509 | 0.2210 | 0.1701 | 0.2082 | 0.2213 | 0.1547 | 0.1393 | 0.1714 | 0.1254 | 0.1165 | 0.1015 | 0.1171 |
| $36 . . . . . . . . . . . . .$. | 0.1958 | 0.2199 | 0.2916 | 0.1939 | 0.1848 | 0.1364 | 0.1682 | 0.2032 | 0.1647 | 0.1370 | $0.14 \%$ | 0.1185 | 0.1078 | 0.1021 | 0.1129 |
| $37 . . . . . . . . . . . . .$. | 0.2071 | 0.1888 | 0.2246 | 0.1836 | 0.1716 | 0.1590 | 0.1961 | 0.1280 | 0.1951 | 0.1458 | 0.1133 | 0.1285 | 0.1373 | 0.1118 | 0.0898 |
| 38. | 0.1837 | 0.1523 | 0.1963 | 0.1357 | 0.1754 | 0.1708 | 0.2203 | 0.0999 | 0.1518 | 0.1350 | 0.0990 | 0.1268 | 0.1206 | 0.0795 | 0.0807 |
| $39 . . . . . . . . . . . . . . . ~$ | 0.1558 | 0.1217 | 0.1952 | 0.1197 | 0.1307 | 0.1580 | 0.2038 | 0.1444 | 0.1248 | 0.0856 | 0.1108 | 0.1137 | 0.0905 | 0.0560 | 0.0918 |
| $40 . . . . . . . . . . . .$. | 0.1318 | 0.1426 | 0.1305 | 0.1322 | 0.3116 | 0.1001 | 0.1671 | 0.1499 | 0.1258 | 0.0876 | 0.0825 | 0.1044 | 0.0639 | 0.0350 | 0.0809 |
| $41 . . . . . . . . . . . . .$. | 0.0948 | 0.1019 | 0.1070 | 0.1148 | 0.0924 | 0.0849 | 0.0670 | 0.1253 | 0.1155 | 0.1041 | 0.0712 | 0.0597 | 0.0452 | 0.0362 | 0.0337 |
| $42 . . . . . . . . . . . .$. | 0.0745 | 0.0829 | 0.0882 | 0.0873 | 0.0631 | 0.0789 | 0.0578 | 0.0726 | 0.0859 | 0.0910 | 0.0752 | 0.0394 | 0.0242 | 0.0389 | 0.0419 |
| $43 . . . . . . . . . . . . .$. | 0.0847 | 0.0566 | 0.0495 | 0.0639 | 0.0557 | 0.0547 | 0.0713 | 0.0415 | 0.0319 | 0.0701 | 0.0489 | 0.0437 | 0.0383 | 0.0167 | 0.0401 |
| $44 . . . . . . . . . . . . .$. | 0.0673 | 0.0443 | 0.0264 | 0.0441 | 0.0463 | 0.0391 | 0.0367 | 0.0359 | 0.0251 | 0.0332 | 0.0251 | 0.0389 | 0.0213 | 0.0151 | 0.0184 |
| $45 . . . . . . . . . . . .$. | 0.0317 | 0.0391 | 0.0224 | 0.0255 | 0.0258 | 0.0315 | 0.0197 | 0.0295 | 0.0361 | 0.0218 | 0.0152 | 0.0278 | 0.0119 | 0.0209 | 0.0242 |
| $46 . . . . . . . . . . . . .$. | 0.0273 | 0.0198 | 0.0226 | 0.0260 | 0.0213 | 0.0218 | 0.0141 | 0.0238 | 0.0297 | 0.0197 | 0.0163 | 0.0076 | 0.0162 | 0.0163 | 0.0173 |
| $47 . . . . . . . . . . . . .$. | 0.0116 | 0.0233 | 0.0200 | 0.0273 | 0.0261 | 0.0084 | 0.0073 | 0.0213 | 0.0199 | 0.0255 | 0.0156 | 0.0000 | 0.0099 | 0.0107 | 0.0113 |
| $48 . . . . . . . . . . . . .$. | 0.0112 | 0.0116 | 0.0157 | 0.0077 | 0.0274 | 0.0342 | 0.0127 | 0.0147 | 0.0178 | 0.0235 | 0.0072 | 0.0078 | 0.0079 | 0.0000 | 0.0077 |
| 49.............. | 0.0065 | 0.0056 | 0.0059 | 0.0038 | 0.0117 | 0.0377 | 0.0129 | 0.0085 | 0.0074 | 0.0140 | 0.0078 | 0.0072 | 0.0076 | 0.0026 | 0.0070 |
| TOTAL FERTILTTY | 6.6335 | 6,4407 | 7.0557 | 5.8489 | 6.1313 | 5.6052 | 5.8832 | 5.8516 | 5.2086 | 4.8188 | 4.6279 | 4.2691 | 4.0144 | 3.5487 | 3.7752 |

Note: The figures in this table were generated by computer. They may not coincide with those given in the text due to sounding and truncation in intermediate calculations.


|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1061/20 | netass | 895/7006 | Haviney | 3077100 | Haxthe | 12 mmgo | 1970/7\%1 | 1971/nen | 1970/t\%s | 6m3n97 | 59747973 | 1078/19\% | 197/I977 | 9977/1978 |
| 15-19......... | 0.1402 | 0.1386 | 0.1278 | 0.1231 | 0.1121 | 0.1058 | 0.10\% 6 | 0.1198 | 0.0990 | 0.0947 | 0.0987 | 0.0939 | 0.0761 | 0.0722 | 0.0703 |
| 20-24......... | 0.3139 | 02792 | 0.3146 | 0.2679 | 0.2858 | 0.2821 | 0.2625 | 0.2738 | 0.2994 | 0.2306 | 0.2107 | 0.2080 | 0.2013 | 0.1837 | 0.1882 |
| 25-29......... | 0.3145 | 0.2977 | 0.3236 | 0.2759 | 0.2823 | 0.2549 | 0.2847 | 0.2657 | 02391 | 0.2350 | 0.2233 | 0.1935 | 0.2015 | 0.1852 | 0.1831 |
| 30.34......... | 02508 | 0.2663 | 0.3007 | 0.2252 | 0.2702 | 0.2164 | 0.2239 | 0.2398 | 0.1924 | 0.1719 | 0.1868 | 0.1675 | 0.1621 | 0.1390 | 0.1548 |
| 35-39......... | 0.1949 | 0.1955 | 02390 | 0.1648 | 0.1767 | 0.1589 | 0.1993 | 0.1594 | 0.1582 | 0.1285 | 0.1288 | 0.1226 | 0.1106 | 0.0902 | 0.0985 |
| 40-14......... | 0.0906 | 0.0857 | 0.0003 | 0.0885 | 0.0738 | 0.0715 | 0.0800 | 0.0850 | 0.0783 | 0.0772 | 0.0606 | 0.0572 | 0.0386 | 0.0284 | 0.0430 |
| 45-49......... | 0.0177 | 0.0199 | 0.0173 | 0.0181 | 0.0225 | 0.0267 | 0.0133 | 0.0195 | 0.0222 | 0.0209 | 0.0124 | 0.0101 | 0.0107 | 0.0101 | 0.0135 |
| TOTAL Pratulty | 6.6133 | 6.4143 | 7.0166 | 5.8168 | 6.1170 | 5.5807 | 5.8664 | 5.8155 | 5.1928 | 4.7934 | 4.6068 | 4.2640 | 4.0045 | 3.5441 | 3.7566 |

 CoLONTA, 1\%44978

| 年 | (\%00.f\% | H67-f09 | 19\%0.f\%7 | 1973-1975 | 1980-8978 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19........................ | 0.1355 | 0.1136 | 0.1095 | 0.0958 | 0.0729 |
| 20-24 ....................... | 0.3026 | 0.2786 | 0.2619 | 0.2164 | 0.1911 |
| 25-29......-n............... | 0.3120 | 0.2710 | 0.2632 | 0.2173 | 0.1899 |
| 30-34...................... | 0.2726 | 0.2373 | 0.2187 | 0.1754 | 0.1520 |
| 35-39 ....................... | 0.2098 | 0.1668 | 0.1723 | 0.1266 | 0.0997 |
| 40-44....................... | 0.0855 | 0.0779 | 0.6811 | 0.0650 | 0.0366 |
| 45-49 ......س.u............... | 0.0183 | 0.0224 | 0.0184 | 0.0145 | 0.0114 |
| TOTAL Pistuty | 6.6814 | 5.8382 | 5.6249 | 4.5547 | 3.7684 |

## Chapter IX

## ESTIMATION OF ADULT MORTALITY USING SUCCESSIVE CENSUS AGE DISTRIBUTIONS

## A. BACKGROUND OF METHODS

## 1. Use of a sequence of population age distributions

The value for demographic estimation purposes of having basically similar information about a population for two points in time has already been stressed, for example, in the discussion of the use of overlapping fertility estimates based on reverse-survival techniques (chapter VIII) and in the sections dealing with hypothetical-cohort methods (see chapters II, III and IV). The age and sex distributions from successive enumerations of a population also provide a basis for estimating intercensal mortality. In a closed population with two accurate censuses $t$ years apart, the population aged $x+t$ at the second census represents the survivors of the population aged $x$ at the first census, so that the intercensal survivorship probability from age $x$ to age $x+1$ can be calculated. Traditional mortality measures can then be obtained from the sequence of survivorship probabilities for successive initial ages $x$.

This method of mortality estimation from intercensal survival is appealingly simple and straightforward, requiring only the most basic of census information, making no assumptions about the age pattern of mortality, and providing estimates of mortality for a clearly defined time period. The trouble is that these advantages are nullified by the requirements that the censuses be accurate and that the population be closed. In practice, the application of this method very often gives disappointing results. Migration can affect a population as much as mortality; and, in particular, at young adult ages, its influence on population size may be more important than that of mortality. Age-misreporting can also distort the results severely; a marked preference for certain digit endings when declaring age, which will introduce considerable variability into the estimated survivorship ratios, can be reduced to some extent by the use of grouped data, but systematic overreporting or underreporting of age can cause insuperable problems. Changes in enumeration completeness from one census to the other can, if no adjustment is feasible, completely swamp the effects of mortality, giving rise to very misleading results; indeed, it may be stated without exaggeration that, in many cases, intercensal survival estimates are better indicators of the comparability of two census enumerations than of the level of intercensal mortality.

Despite these problems, however, it is worth applying the method where possible, because if the errors in the basic data are not overwhelming, one can obtain useful
estimates of mortality by using suitable age groups and certain smoothing techniques; and even if the data errors are severe, the calculated survivorship probabilities may be useful indicators of the nature of the errors involved.

## 2. Organization of this chapter

The methods described in this chapter are all based essentially on the use of two successive age (and prefer* ably sex) distributions of a population. The age distributions should be obtained from complete enumerations, because sampling errors would greatly distort the results were data from sample surveys used; and the population should ideally be closed to migration, failing which, one population or the other should be adjusted for the effects of net migration. The calculations are greatly simplified if the length of the intercensal period is an exact multiple of five years, though other periods can be accommodated; the period should not, in general, exceed 15 years. The main features of the methods available are described below (for data requirements and parameters estimated, see tabie 171):

Section B. Estimation of mortality from intercensal survivorship probabilities. The traditional procedure for estimating adult mortality from two successive census age distributions by calculating cohort survivorship probabilities for the intercensal period is described. Different procedures for smoothing the calculated probabilities, using the Coale-Demeny model life tables or the logit life-table system in order to estimate a single mortality parameter, are also presented. Variants based on cumulated and uncumulated age distributions are included;

Section C. Intercensal survival with additional information on the age pattern of mortality. In a closed population, the proportionate reduction in cohort size from one census to another can be compared with the proportionate reduction expected on the basis of cohort deaths as recorded by a vital registration system or retrospective survey question. Since the age patterns of the popula-

[^85]|  | Sersion |  | Simection admunhod | Dreofinge doo | Alomurneminod |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B. | Estimation of mortality from intercensal survivorship probabilities | B. 2 | Survival ratios for five-year age cohorts smoothed by using the Coale-Demeny life tables | Population classified by age and sex from two censuses 15 years apart or less. If the intercensal period is not an exact multiple of five, at least one age distribution must be by single years. <br> An estimate of net intercensal migration | A life table for the intercensal period from age 10 or so onward |
|  |  | B. 3 | Survival ratios for five-year age cohorts smoothed by using the logit system | Population classified by age and sex from two censuses 15 years apart or less. If the intercensal period is not an exact muttiple of flve, at least one age distribution must be by single years. <br> An estimate of child survivorship An estimate of net intercensal migration | A life table for the intercensal period from age IO or so onward |
|  |  | B. 4 | Survival ratios smoothed by cumulation and by using the Coale-Demeny life tables | Population classified by age and sex from two censuses 15 years apart or less. If the intercensal period is not a multiple of five. al least one age distribution must be by single years. <br> An estimate of net intercensal migration | A life table for the intercensal period from age 10 or so onward |
|  | Intercensal survival with additional information on the age pattern of mortality |  |  | Population classified by age and sex from two censuses 15 years apart or less. If the intercensal period is not an exact multiple of five, at least one age distribution must be by single years. <br> Registered deaths during the intercensal period classified by age and sex <br> Estimates of net intercensal migration (to adjust raw data, if necessary) | Completeness of coverage of recorded deaths with respect to the completeness of the first census <br> Completeness of coverage of the first census in relation to that of the second |
| D. | Estimation of a postchildhood life table from an age distribution and intercensal growth rates |  |  | Population classified by age and sex from two censuses is years apart or less. The same age classification must be used for both populations <br> Estimates of net intercensal migration (to adjust raw data, if necessary) | Estimates of $L_{x}$ from age 10 or 15 onward |

tion and of deaths are very different, it is possible to disentangle the effects of changes in enumeration completeness from undercoverage of deaths. Specifically, if enumeration completeness and coverage of deaths do not vary with age, at least after childhood, the enumeration completeness of one census in relation to the other, and the completeness of death recording in relation to either, can be estimated. The procedure is severely affected, however, by systematic age errors;

Section D. Estimation of a post-childhood life table from an age distribution and intercensal growth rates. Two census enumerations provide the data necessary to calculate intercensal growth rates for five-year age groups. These growth rates can then be used to convert the average age distribution from the two censuses into stationary population form, that is, a life-table ${ }_{s} L_{x}$ function. This method is computationally attractive if the length of the intercensal period is not a multiple of five years.

## B. ESTIMATION OF MORTALITY FROM INTERCENSAL SURVIVORSHIP PROBABILITIES

## 1. Basis of methods and their rationale

The methods described in this section are all based on the same, very simple information, namely, the change in size of successive age cohorts of a population from one census to the next. The methods differ only in the ways in which this basic information is smoothed to reduce the effects of errors and converted into a mortality parameter. Therefore subsections B. 3 and B. 4 only cover those steps which are different from the steps described in subsection B.2.

## 2. Intercensal survivorship ratios for five-year age cohorts smoothed using the Coale-Demeny life tables (a) Data required

The data required for this method are two census
enumerations with populations classified by age and sex. (Classification by sex is not necessary, but since it is generally available, it is useful to consider it whenever possible.) Although $\omega$, the highest age reached, is the theoretical limit for the value of the intercensal interval $t$ (measured in years), in practice, with intervals longer than 15 years the information available is scanty and the calculations are more likely to be affected by changes other than those caused by mortality. If $t$ is divisible by five, both age distributions can be classified by five-year age groups and cohorts from the first census can be identified at the second census; if $t$ is not a multiple of five, it is convenient to have one of the age distributions by single year of age, so that comparable cohorts may be constructed.

## (b) Computational procedure

The steps of the computational procedure are described below.

Step I: adjustment for net intercensal migration and territorial coverage. Substantial net migration during the intercensal period will generally render the method of intercensal survival unusable. Nevertheless, if it is possible to adjust one age distribution or the other on an age-specific basis for the effects of migration, the method may be applied after such adjustment has been made. However, it is most unusual for adequate information about migration to be available, and no general procedures for carrying out an adjustment can be expounded here. Problems introduced by changes in territorial coverage may not be quite so serious. By the judicious aggregation of subnational information from one census or the other, it is usually possible to arrive at age distributions for comparable populations. No general procedures for so doing need to be stated, however, beyond pointing out the necessity of making suitable adjustments if changes in territorial coverage have occurred.
Step 2: grouping of data from the two censuses by cohort. Simple intercensal survival techniques generally disregard the effects of age distribution within cohort groupings, assuming in effect that the population is distributed within each age group in the same way as if it were a stationary or life-table population. As a result of this simplifying assumption, the width of the cohorts should not be too large (probably not more than five years). Groupings that are five years in size are also convenient because most model life-table systems are tabulated for five-year age groups, though other intervals can be used if necessary. If the intercensal interval $t$ is divisible by five, conventional five-year age groups from $x$ to $x+4$ at the first census will survive to become convertional five-year age groups from $x+t$ to $x+t+4$ at the second census; and no regrouping is required. If $t$ is not divisible by five, a single-year age distribution from either the first or the second census can be used in order to create groups corresponding to conventional five-year cohorts at the other census. In cases where there is substantial age-heaping and a danger that it may introduce systematic age exaggeration, unconventional five-year age
groups (such as 3-7,8-12 and 13-17) centred on preferred-digit endings may be used.

Step 3: adjustment for intercensal interval that is not an exact number of years. When the intercensal interval is not an exact number of years, a small adjustment should be made to one population or the other, by moving it forward or backward in order to approximate the population corresponding to the nearest date defining an interval with an exact number of years and thus to remove the slight effect that normal population growth would have on the intercensal survivorship estimates. The intercensal growth rate $r$ can be calculated as

$$
r=\left[\ln \left(N_{2}\right)-\ln \left(N_{1}\right)\right] / t
$$

where $N_{2}$ is the total population recorded by the second census; $N_{1}$ is the total population recorded by the first census; and $t$ is the intercensal period measured in years. This growth rate can then be used to move either the first or second age distribution over the required length of time. If the decimal portion of $t$ is less than 0.5 , the interval should be shortened to $t$ exact years, whereas if it is greater than 0.5 , the interval should be lengthened to $t+1$ exact years. If the decimal portion of $t$ is denoted by $z$, the interval can be shortened to $t$ years either by multiplying each age group at the first census by a factor explrz] or by multiplying each age group at the second census by a factor exp\{-rz]. The interval can be lengthened either by multiplying each age group at the first census by a factor $\exp [r(z-1.0)]$ or by multiplying each age group at the second census by a factor $\exp [r(1.0-2)]$.

Step 4: calculation of cohort survivorship ratios. Cohort survivorship probabilities or ratios during the intercensal period, denoted by , $S_{x, x+5}$, can now be calculated by dividing the cohort size at the second census by its size at the first census. These survivorship ratios approximate life-table (or stationary-population) survivorship probabilities, provided the effects of deviations of the actual age distribution within cohorts from that corresponding to the stationary population are small (as is usually the case). Thus,

$$
{ }_{d} S_{x, x+5}={ }_{5} N_{x+t}^{2} / s N_{x}^{1}={ }_{5} L_{x+t} / /_{s} L_{x}
$$

where $t$ is the adjusted length of the intercensal interval after applying step $3 ;{ }_{5} N_{x}{ }^{1}$ is the population aged from $x$ to $x+4$ enumerated by the first census; and ${ }_{5} N_{x}^{2}$ it is the population aged from $x+t$ to $x+t+4$ enumerated by the second census.
Step 5: fitting of a Coale-Demeny model life table. The consistency of the cohort survivorship ratios calculated in step $\mathbf{4}$ may be conveniently examined by finding the mortality level, in the Coale-Demeny model life tables, to which each ratio corresponds. A best estimate of mortality level can then be obtained by discarding any detectable outliers and basing the estimate on the remaining levels (by taking their average, for example). If the adjusted intercensal period $t$ is divisible by five, stationary-population ratios of the type ${ }_{s} L_{x+1} / s L_{x}$ can
be calculated directly for relevant levels of the selected regional family of model life tables. If $t$ is not divisible by five, however, additional steps become necessary, since the Coale and Demeny life tables do not provide stationary-population age distributions for non-standard age groups. The simplest procedure is to calculate stationary-population distributions for non-standard age groups simply by weighting adjacent standard five-year values by the proportions of the age groups covered. Thus, ${ }_{5} L_{19}$, the stationary population aged from 19 to 23 , covers one fifth of age group 15-19 and four fifths of age group 20-24; it can be approximated as

$$
{ }_{5} L_{19}=\left(\frac{1}{5}\right)_{s} L_{15}+\left(\frac{4}{5}\right)_{s} L_{20}
$$

In fact, if the $l(x)$ function is linear with age, the approximation is exact.

If somewhat more precision is required, ${ }_{5} L_{x+\pi}$ values can be estimated from tabulated values of $l(x), l(x+5)$ and $l(x+10)$ using equation (B.1):

$$
\begin{equation*}
{ }_{5} L_{x+n}=a(n) l(x)+b(n) l(x+5)+c(n) l(x+10) \tag{B.I}
\end{equation*}
$$

where the coefficients $a(n), b(n)$ and $c(n)$, for $n$ ranging from 0 to 4, are calculated by fitting a second-order polynomial to the $l(x)$ values. Values of these coefficients are shown in table 172.

Step 6: completion of the life table. Intercensal survival provides no information about the mortality experience
 AOE DISTRIBUTION, $L_{x}$, FOR UNCONVENTIONAL AGE GROUPS

| $\begin{gathered} \text { finix } \\ \text { (i) } \end{gathered}$ | Cosforiens |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { a(w) } \\ & (2) \end{aligned}$ | $\begin{aligned} & \text { (4) } \\ & \text { (3) } \end{aligned}$ | (9) |
| 0............... | 2.083 | 3.333 | -0.417 |
| I............... | 1.383 | 4.133 | -0.317 |
| 2.............. | 0.483 | 4.533 | -0.017 |
| 3.............. | -0.017 | 4.533 | 0.483 |
| 4............... | -0.317 | 4.133 | 1.183 |
| S.............. | -0.417 | 3.333 | 2.083 |

Estimation equation:
$\left.L_{x+n}=a(n)!(x)+b(n)(x+5)+c(n)\right)(x+10)$
where $x$ is exactly divisible by five.
of those born between the censuses, since the first census does not provide their initial number (accurate birth registration could supply this want, but where births are completely registered, better estimates of mortality would probably be available from other sources). In order to obtain a complete life table, therefore, it is necessary to supply further information about child mortality. The most satisfactory source of such estimates is information about children ever born and surviving (see chapter III). If estimates of this type are available, the methods described in chapter VI for linking estimates of child and adult mortality can be used to obtain a complete life table.
A problem remains, however, if no independent esti-
mate of child mortality is available. Since the CoaleDemeny life-table system has been used in selecting a model life table (see step 5), the mortality pattern of the model used can be adopted by taking the life table associated with the average mortality level of the intercensal survival probabilities as representative.

## (c) First detailed example: Panama, 1960-1970

The first detailed example illustrates a fairly simple case of a 10 -year interval and reasonably good agereporting. Population censuses were held in Panama on 11 December 1960 and 10 May 1970. This example examines only the intercensal survival of the female population, though in a complete study, this analysis should be carried out for both males and females. Table 173 shows the female population enumerated by the two censuses classified by five-year age group.

The computational procedure for this example is given below.

Step 1: adjustment for net intercensal migration and territorial coverage. As no information on intercensal migration by age is available, no adjustment can be made. No change in territorial coverage occurred between 1960 and 1970; therefore, no adjustment for coverage is needed.

Step 2: grouping of data from the two censuses by cohort. Because the interval between the two censuses is about nine and one-half years, one of the populations has to be moved slightly to bring cohorts into alignment. The exact interval, 9.41 years, is somewhat closer to nine years than 10, so the adjustment for dates would be minimized by moving the first population forward slightly, or by moving the second one back, to create an intercensal period of nine years. However, there is also an advantage to working with intervals divisible by five, and since the actual interval was only slightly less than nine and one-half years, the convenience factor outweighs that of a marginal gain in accuracy. Thus, the first census will be moved back to approximate the female population on 10 May 1960 (the results would be precisely the same if the second census were moved forward to 11 December 1970). Standard five-year age groups will therefore define cohorts, and no regrouping is required.

Step 3: adjustment for length of the intercensal interval. The total female population in 1960 was 529,767 , and in 1970 it was 704,333; thus, the exponentia! rate of population growth during the intercensal period $1960-1970$ is

$$
r=\frac{\ln \left[N_{2}\right]-\ln \left[N_{1}\right]}{t_{2}-t_{1}}=\frac{13.4650-13.1802}{9.41}=0.0303 .
$$

The growth factor $k$ needed to adjust the 1960 population for 0.59 of a year's growth is then obtained as

$$
\begin{aligned}
k= & \exp [(0.0303)(9.41-10.00)]= \\
& \exp (-0.0179)=0.9823
\end{aligned}
$$

Column (3) of table 173 shows the adjusted population.

Table 173. Enumerated and adjusted female population in 1960, enumerated potulation in 1970 and cohont survivorship rathos, Panama

| Agern | 1960.80pumitow |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Emomaned } \\ \text { (2) } \end{gathered}$ | Nlamod |  |  |
| $0-4$. | 90071 | 88477 | 114017 | . |
| 5-9......................... | 76598 | 75242 | 106944 | - |
| 10-14 ...................... | 63635 | 62509 | 85253 | 0.9636 |
| 15-19...................... | 54431 | 53468 | 73381 | 0.9753 |
| 20-24 ..................... | 45634 | 44826 | 63010 | 1.0080 |
| 25-29 ...................... | 37818 | 37149 | 50924 | 0.9524 |
| 30-34 ..................... | 32179 | 31609 | 40885 | 0.9121 |
| 35-39 ...................... | 28724 | 28216 | 36115 | 0.9722 |
| 40-44 ...................... | 23974 | 23550 | 29409 | 0.9304 |
| 45-49...................... | 20618 | 20253 | 25360 | 0.8988 |
| 50.54..................... | 15068 | 14801 | 21775 | 0.9246 |
| \$5-59 ...................... | 11999 | 11787 | 17632 | 0.8706 |
| 60-64 ...................... | 10283 | 10 J 01 | 13004 | 0.8786 |
| 65-69 ...................... | 6737 | - | 10061 | 0.8536 |
| 70-74 ...................... | 5242 | 18403 | 6690 | 0.6623 |
| 75 + ....................... | 6756 | - | 9873 | 0.5365 |
| Total | 529767 |  | 704333 |  |

${ }^{2}$ Enumerated population adjusted by a factor of 0.9823 to move it from 11 December 1960 to 10 May 1960.

Step 4: calculation of cohort survivorship ratios. Cohort survivorship ratios or probabilities are calculated by dividing the number in each cohort at the second census by the corresponding number in the same cohort at the first census, using, of course, the date-adjusted numbers in columns (3) and (4) of table 173. Thus, for example, the survivors of the cohort aged 20-24 at the first census are aged 30-34 at the second census, and the 10 -year survivorship probability for the cohort, ${ }_{10} S_{20,24}$, is calculated as

$$
{ }_{10} S_{20,24}=\frac{{ }_{s} N_{30}^{2}}{{ }_{s} N_{20}^{1}}=\frac{40,885}{44,826}=0.9121
$$

where ${ }_{5} N_{x}^{1}$ and ${ }_{5} N_{x}^{2}+10$ are the populations aged from $x$ to $x+4$ at the first census and from $x+10$ to $x+14$ at the time of the second census, respectively. Results for all age groups are shown in column (5) of table 173. Note that the female population was classified by fiveyear age group only up to age 74, with an open-ended age group 75 and over. Since those over 75 in 1970 are the survivors of those over 65 in 1960, the last survivorship ratio is a 10 -year survivorship probability for those 65 and over in 1960 .

Step 5: futing of a Coale-Demeny model life table. The cohort survivorship ratios given in column (5) of table 173 show a certain amount of variability; and one ratio even has a value that, in the absence of migration, would be impossible (greater than 1.0 ). The fitting of a model life table is therefore desirable. The mortality level associated with each estimate (excluding those which are impossible or out of range) can be found in a family of Coale-Demeny model life tables. In the case of Panama, the West family is selected as the most suitable.

It is assumed that the cohort survivorship probabilities, $10 S_{x, x+4}$, are equivalent to stationary-population survivorship ratios, $s L_{x+10} / s L_{x}$. These stationary sur-
vivorship probabilities or ratios are not tabulated in the Coale-Demeny tables, but their values are shown in the second half of annex X (tables 271-278). Table 174 shows the cohort survivorship ratios (taken from column (5) of table 173), the stationary-population survivorship ratios (hereafter also called "model ratios") for a range of mortality levels of the West family of model life tables, and the levels implied by the cohort ratios, obtained by interpolating between the model values. The interpolation is straightforward: if the cohort ratio falls between levels $v$ and $v+1$, the interpolated level $z$ is found as

$$
\begin{equation*}
z(x)=y+\frac{{ }_{10} S_{x-x}+4-\left[s L_{x}^{\prime}+10 / s L_{x}^{\prime}\right]}{\left[s L_{x}^{\prime+10} / 10 L_{x}^{\prime+1}\right]-\left[s L_{x+10}^{\prime} / 5 L_{x}^{\prime \prime}\right]} \tag{B.2}
\end{equation*}
$$

where $v$ and $y+1$ indicate the mortality levels of the ratios. If the interval between the levels to which the model ratios correspond is two levels, as shown in table 174, the term to be added to $y$ has to be multiplied by two.
It will be seen that two of the implied levels shown in table 174 are high (above 20) and two are below 14. Discarding these outlying values, an estimate of overall level can be obtained by averaging the remaining estimates; in this case, the estimate obtained is 16.1. This level is then taken as a best estimate of the level of mortality after age $\mathbf{1 0}$ for females in Panama, on the basis of the two census enumerations.

Step 6: completion of the life table. So far, the level of adult mortality has been estimated, but not the level of child mortality. If no information is available about child mortality, the best that can be done is to assume that the adult level also applies in childhood and to adopt the complete life table of the estimated level; in the case of Panama, this level is 16.1.

If some information on child mortality is available, estimates of adult survivorship obtained from a model life table of the estimated level can be linked with the independent estimate of survivorship to age 5. In chapter III, the level of female child mortality in Panama in the 1960s was estimated to be $\mathbf{1 8 . 0 5}$ (according to the West model), so a life table at this level is adopted up to age 5 . Thus, $l(1)=0.9405$ and $I(5)=0.9165$. Probabilities of survival from age 5 onward are then calculated for level 16.1 and are used to extend the life table from age 5, as shown in table 175.

For comparison purposes, the life-table $I(x)$ function, which will be generated in subsection B. 3 using the logit life-table system, is also included. As can be seen, the two life tables are slightly different in detail but very similar in broad shape and level.

## (d) Second detailed example: Colombia, 1951-1964

The second detailed example considers a less tidy case, where age-misreporting is more extensive and the intercensal period is not a convenient multiple of five.
The computational procedure is described below.

TABLE I74. DETERMINATION OF THE MORTALITY LEVEL IMPLIED BY EACH COHORT SURVIVORSHIP RATIO.

| $\begin{array}{r} A_{F} \\ x \\ (i) \\ \hline \end{array}$ |  |  <br>  |  |  |  |  | $\begin{aligned} & \text { Amoterd } \\ & \text { monelty } \\ & \text { keme } \\ & \text { fot } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 14 | $\begin{aligned} & 16 \\ & \text { (4) } \\ & \hline \end{aligned}$ | 18 $(3)$ | $\begin{aligned} & 20 \\ & \text { (6) } \end{aligned}$ | $\begin{gathered} 27 \\ (7) \\ \hline \end{gathered}$ |  |
| 0............. | 0.9636 | 0.9382 | 0.9568 | 0.9723 | 0.9854 | 0.9941 | 16.9 |
| 5............. | 0.9753 | 0.9668 | 0.9758 | 0.9836 | 0.9905 | 0.9956 | 14.9 |
| 10............. | 1.0080 | 0.9602 | 0.9705 | 0.9796 | 0.9875 | 0.9941 | * |
| 15.............. | 0.9524 | 0.9497 | 0.9623 | 0.9734 | 0.9831 | 0.9919 | 14.4 |
| 20............. | 0.9121 | 0.9415 | 0.9556 | 0.9683 | 0.9794 | 0.9897 | $<14.0$ |
| 25............. | 0.9722 | 0.9341 | 0.9493 | 0.9631 | 0.9754 | 0.9868 | 18.5 |
| 30............. | 0.9304 | 0.9260 | 0.9417 | 0.9563 | 0.9697 | 0.9822 | 14.6 |
| 35............. | 0.8988 | 0.9160 | 0.9316 | 0.9465 | 0.9604 | 0.9743 | $<14.0$ |
| 40............. | 0.9246 | 0.8987 | 0.9147 | 0.9303 | 0.9454 | 0.9613 | 17.3 |
| 45............. | 0.8706 | 0.8688 | 0.8866 | 0.9045 | 0.9220 | 0.9414 | 14.2 |
| 50............. | 0.8786 | 0.8210 | 0.8422 | 0.8639 | 0.8855 | 0.910 ${ }^{\text {a }}$ | 19.4 |
| 55............. | 0.8536 | 0.7489 | 0.7741 | 0.8002 | 0.8266 | 0.8580 | 21.7 |
| 60............ | 0.6623 | 0.6473 | 0.6750 | 0.7042 | 0.7342 | 0.7719 | 15.1 |
| 65............. | $0.5365^{\text {b }}$ | c | c | c | c | c | c |

Note: Mean level (excluding two lowest and two highest values) $=\mathbf{1 6 . I}$.

- Survivorship ratio in excess of 1.0.
${ }_{10} \mathrm{~S}_{65+}$
e Not computed.

Tame 175. Completion of an intercensal life table using the Coale-Demeny MODEL life tables, Panama, 1960-1970

| $\begin{gathered} d_{x} \\ \boldsymbol{x} \\ \underline{a f} \end{gathered}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Caske. | Leatr |
|  | $\lim _{\text {(2) }} 16$ | $\begin{gathered} \text { Zim } / 77 \\ (3) \end{gathered}$ | $\begin{gathered} \text { Lamel } 16.7 \\ (6) \\ \hline \end{gathered}$ |  | $D_{(6)}$ | 907\% |
|  | $\stackrel{ }{ }$ | * | * |  | $\cdots$ | 1.0000 | J.0000 |
| 1............. | * | - | 4 | ${ }^{*}$ | 0.9405 | 0.9323 |
| 5............ | 0.8804 | 0.8985 | 0.8822 | 0.9870 | 0.9165 | 0.9046 |
| 10............ | 0.8687 | 0.8887 | 0.8707 | 0.9899 | 0.9046 | 0.8984 |
| 15............. | 0.8598 | 0.8811 | 0.8619 | 0.9854 | 0.8955 | 0.8883 |
| 20............. | 0.8470 | 0.8701 | 0.8493 | 0.9808 | 0.8824 | 0.8777 |
| 25............. | 0.8305 | 0.8558 | 0.8330 | 0.9780 | 0.8655 | 0.8638 |
| 30............ | 0.8119 | 0.8394 | 0.8147 | 0.9748 | 0.8465 | 0.8478 |
| 35............. | 0.7912 | 0.8211 | 0.7942 | 0.9710 | 0.8262 | 0.8297 |
| 40............. | 0.7680 | 0.8001 | 0.7712 | 0.9663 | 0.8013 | 0.8088 |
| 45............. | 0.7418 | 0.7760 | 0.7452 | 0.9585 | 0.7743 | 0.7841 |
| 50............ | 0.7107 | 0.7466 | 0.7143 | 0.9434 | 0.7422 | 0.7533 |
| 55............ | 0.6702 | 0.7075 | 0.6739 | 0.9222 | 0.7002 | 0.7121 |
| 60............ | 0.6177 | 0.6560 | 0.6215 | 0.8838 | 0.6457 | 0.6575 |
| 65............ | 0.5454 | 0.5843 | 0.5493 | 0.8287 | 0.5707 | 0.5817 |
| 70............. | 0.4515 | 0.4889 | 0.4552 | 0.7399 | 0.4729 | 0.4813 |
| 75............. | 0.3335 | 0.3663 | 0.3368 | 0.6173 | 0.3499 | 0.3547 |
| 80............. | 0.2055 | 0.2297 | 0.2079 | - | 0.2160 | 0.2179 |

[^86]Skep 1: adjustment for net intercensal migration and territorial coverage. Once again, no basis exists for adjusting for migration, and no adjustment for territorial coverage is necessary.
Step 2: grouping of data from the two censuses by cohort. Population censuses were held in Colombia on 9 May 1951 and on 15 July 1964, the intercensal interval thus being 13.185 years. Since the population distribution by single year of ase is available from the 1964 census, standard five-year age groups from $x$ to $x+4$ identified at the first census can be reidentified at the second census as age groups from $x+13$ to $x+17$. Thus, survivors of those aged 0-4 at the first census are aged 13-17 years at the second census. Suitably grouped data for the female population, besed on a single-year age distribution for the population enumerated in 1964, are shown in columns (2) and (4) of table 176.
Step 3: adiustment for length of the invercensal interval. As the intercensal interval was 13.185 years, the population enumerated at the second census can be moved beck 0.185 of a year to improve comparability. The total female population in 1964 was $8,869,856$, whereas that in 1951 was $5,649,250$. Thus, the overall growth rate of the female population was

$$
r=\frac{\ln (8,869,856)-\ln (5,649,250)}{13.185}=0.0342 .
$$

The adjustenent factor $k$ for the second census is thus

$$
k=\exp [(0.0342)(-0.185)]=0.9937 .
$$

Column (5) of table 176 shows the 1964 population systematically multiplied by the factor $k$ (constant with respect to age).

Step 4: calculation of cohort survivorship ratios. Survivorship ratios for each cohort are calculated by divid-
ing the number of survivors at the second census (after adjustment) by the corresponding number at the time of the first census. Thus, in table 176, the numbers in column (5) are divided by the numbers in column (2). The results are shown in column (6). Note that the survivorship ratios for the first three age groups in 1951 exceed 1.0, indicating the existence of problems related to coverage or to age-reporting.
Slep S: futting of a Coale-Demeny model life table. The cohort survivorship ratios given in column (6) of table 176 are for five-year cohorts over a period of 13 years. Comparable ratios for stationary populations are not published in the Coale-Demeny life tables, nor can they be calculated directly from information which is published. It is possible to estimate them, but the calculations necessary are rather heavy, particularly if the variations in level are substantial. Time can be saved by finding the approximate mortality level for each cohort survivorship ratio and then estimating more accurately the model survivorship ratios (referring to stationary populations) for adjacent mortality levels in order to perform the final interpolation.
The first step is $t 0$ find the approximate mortality level to which each cohort ratio corresponds. In the stationary populations, a 13 -year survivorship ratio should lie almost half-way between the 10 -year and 15 -year ratios, both of which can be calculated directly from the published tables. To give an example, consider the cohort aged $40-44$ in 195 I whose 13 -year survivorship ratio is estimated to be 0.7885 . By trial and error, one can find the approximate level to which this cohort ratio corresponds in the West family of model life tables. At level 10, the 10 -year female survivorship ratio, ${ }_{s} L_{50} / L_{50}$, has a value of $235,666 / 273,796$ or 0.8607 , whereas the 15 -year ratio, ${ }_{5} L_{55} / s L_{40}$, has a value of 0.7719 . The average of the two, 0.8163 , is higher than the cohort survivorship ratio, so the approximate mor-

Table 176. FEMALE fomlation By age gitoup 195] and 1964; abfusted female forulation, 1964; AND COHORT SULVVVORSHIP RATIOS, COLOM淔A

| 4 |  | 1940mer |  |  | $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (3) | (ingob |  |  |
| 04............................... | 921747 | 13-17 | 988879 | 982649 | 1.0661 |
| 5-9.............................. | 768958 | 18-22 | 810294 | 805189 | 1.0471 |
| 10.14 ............................ | 657753 | 23-27 | 676158 | 671898 | 1.0215 |
| 15-19............................. | 605411 | 28-32 | 566038 | \$62 472 | 0.9291 |
| 20-24............................ | 550555 | 33-37 | 499191 | 4\% 046 | 0.9010 |
| 25-24............................. | 447242 | 38-42 | 419842 | 417197 | 0.9328 |
| 30-34............................ | 337311 | 43-47 | 307196 | 305261 | 0.9050 |
| 35-39............................. | 334197 | 48-52 | 284416 | 282624 | 0.8457 |
| 40-44............................. | 239771 | \$3.57 | 190266 | 189067 | 0.7885 |
| 45-49............................ | 196659 | 58.62 | 175311 | 174207 | 0.8858 |
| 50-54............................. | 175580 | 63-67 | 124648 | 123863 | 0.7055 |
| S5-59............................ | 105721 | 68.72 | 91170 | 905\% | 0.8569 |
| 6064............................ | 116939 | 73.77 | 49108 | 48799 | 0.4173 |
| 6569 ............................ | 63339 | 78-82 | 39882 | 39631 | 0.6257 |
| 70.74............................ | 57175 | 83.87 | 16949 | 16842 | 0.2946 |
| 75-79 ............................ | 27398 | 88-92 | 10213 | 10149 | 0.3704 |
| 0084............................ | 24807 | 93.97 | 3642 | 3619 | 0.1459 |
| 85+.............................. | 18687 | $98+$ | 3199 | 3179 | 0.1701 |

[^87]tality level of this ratio should be lower. At level 8 , the equivalent 10 -year, 15 -year and average survivorship ratios are $0.8377,0.7380$ and 0.7879 , the last value being very close to the cohort ratio; hence, level 8 is selected as the approximate level for the cohort ratio. Proceeding in this way, approximate levels for all the cohort ratios are estimated. They are shown in column (3) of table 177.

The next step is to make a more accurate estimate of the 13 -year model survivorship ratios for the approximate levels determined above. Thus, for the cohort aged $15-19$ in 1951, the approximate level is 13 , so a model survivorship ratio, ${ }_{5} L_{28} / s L_{1 s}$, is to be calculated for level 13.
The value of ${ }_{s} L_{5 s}$ is tabulated in the published tables (for West females, level 13 , it has the value of 3.89403 ). The constants and equation given in table 172 can be used to estimate ${ }_{s} L_{2 g}$. The age range from 28 to 32 is covered by the tabulated $l(x)$ values for 25,30 and 35 , and $n$ is equal to 28 minus 25 , that is, 3 . In the West female model life table of level $13, I(25)=0.74769$, $l(30)=0.72326$, and $l(35)=0.69647$; thus,

$$
\begin{aligned}
L_{28}= & a(3) l(25)+b(3) l(30)+c(3) l(35) \\
= & (-0.017)(0.74769)+(4.533)(0.72326)+ \\
& (0.483)(0.69647) \\
= & 3.60222 .
\end{aligned}
$$

The model survivorship ratio is then calculated as

$$
{ }_{13} S_{15,19}^{T / 1}=s L_{28} / s L_{15}=3.60222 / 3.89403=0.9251 .
$$

For the next cohort, aged 20-24 in 1951, the approximate mortality level is 11 ; therefore, the 13 -year model survivorship ratio, $s_{33} L_{3} / L_{20}$, is calculated for level 11 . The value of ${ }_{s} L_{20}$ is obtained directly from the model life tables as 3.51543 ; that of ${ }_{s} L_{33}$ is estimated from
values of $1(30,1(35)$ and $l(40)$ for level 11 as follows:

$$
\begin{aligned}
{ }_{s} L_{33}= & (-0.017)((30)+(4.533)!(35)+(0.483)(40) \\
= & (-0.017)(0.66224)+(4.533)(0.63186)+ \\
& (0.483)(0.59963) \\
= & 3.14258 .
\end{aligned}
$$

The model survivorship ratio is then calculated as

$$
{ }_{13} S_{20,24}^{m}=3.14258 / 3.51543=0.8939 .
$$

Results for each cohort are shown in column (4) of table 177. Note that for the open-ended cohort, a cruder simplification is adopted. The model survivorship ratio required can be approximated as

$$
{ }_{13} S_{65+}^{01}=T_{78} / T_{65}
$$

that is, the stationary population over 78 divided by the stationary population over 65. The value for $T_{\text {ss }}$ is tabulated in the model tables, and $T_{78}$ can be estimated by weighting the values of $T_{75}$ and $T_{80}$ in the following manner:

$$
T_{78}=0.6 T_{80}+0.4 T_{75} .
$$

The precision of the estimate for the open-ended interval need not be high, since the survivorship ratio for the open-ended cohort is likely to be distorted anyway by age-misreporting and age-distribution effects.

Once 13 -year model survivorship ratios have been estimated for each approximate level given in column (3), the model survivorship ratio for an adjacent level has to be computed in order that the level of the cohort survivorship ratio can be found by interpolation. If the cohort survivorship ratio exceeds that computed for the approximate level, a model ratio should be estimated for the next higher mortality level; whereas if the cohort

Table !77. Sters in estimation of the mortality level to which each cohort survivorship ratio CORRESPONDS IN THE WEST MODEL, COLOMmIA, 1951-1\%/4

| $\begin{gathered} \text { Ag/gor } \\ \text { (I) } \\ \hline \end{gathered}$ | Comort 13 -y awiontiop 0 (2) |  |  |  |  | Enimaser mownty (7) (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{gathered} \text { Alimuw } \\ \substack{(s) \\ \hline} \\ \hline \end{gathered}$ |  |  |
| 0-4 ................... | 1.0661 | - | $\cdots$ | $\cdots$ | * | - |
| 5-9................... | 1.0471 | 1 | * | * | * | + |
| 10-14.................. | 1.0215 | $\cdots$ | - | * | 6 | 1 |
| 15-19.................. | 0.9291 | 13 | 0.9251 | 14 | 0.9321 | 13.6 |
| 20-24 .................. | 0.9010 | 11 | 0.8939 | 12 | 0.9042 | 11.7 |
| 25-29.................. | 0.9328 | 16 | 0.9318 | 17 | 0.9410 | 16.1 |
| 30-34 .................. | 0.9050 | 14 | 0.9014 | 15 | 0.9115 | 14.4 |
| 35-39 .................. | 0.8457 | 10 | 0.8406 | 11 | 0.8533 | 10.4 |
| 40-44 .................. | 0.7885 | 8 | 0.7805 | 9 | 0.7958 | 8.5 |
| 45-49................... | 0.8858 | 20 | 0.8876 | 19 | 0.8758 | 19.8 |
| 50-54.................. | 0.7055 | 11 | 0.6998 | 12 | 0.7175 | 11.3 |
| S5-59.................. | 0.8569 | 24 | 0.8473 | 1 | ${ }^{2}$ | $>24.0$ |
| 60-64.................. | 0.4173 | 8 | 0.3983 | 9 | 0.4209 | 8.8 |
| $65+\ldots . . . . . . . . . . . . . . . . . ~$ | 0.3860 | 24 | 0.3245 | - | a | $>24.0$ |

[^88]ratio is lower than that computed for the approximate level, a model ratio should be estimated for the next lower level. Thus, for age group 15-19 the cohort ratio, ${ }_{13} S_{15}$, 99 , is 0.9291 , whereas the model ratio, ${ }_{13} S_{15}{ }^{\prime \prime}$, 19 , for the approximate level 13 is $\mathbf{0 . 9 2 5 1}$. In order to bracket the cohort ratio between estimated model ratios, it is therefore necessary to compute a model survivorship ratio for the next higher level, 14. (Had the cohort ratio ${ }_{13} S_{15}, 19$ been lower than 0.9251 , a model ratio would instead have been computed for the next lower level, 12.) The steps to follow to perform this computation are the same as those followed in calculating the model ratios corresponding to the approximate levels, except that now the adjacent level is used. Thus, in the case at hand, the life table of level 14 is used instead of that of level 13. The model ratio obtained is $\mathbf{0 . 9 3 2 1}$, and it is listed together with all other model ratios corresponding to the selected adjacent levels in column (6) of table 177. It is worth noting that, in this instance, the cohort survivorship ratios are generally higher than the model ratios corresponding to the approximate levels because the method used to select an approximate level approximates a 12.5 -year interval rather than the actual 13 -year interval. Fortunately, in every case, the cohort ratio was less than one level away from the first approximation selected.

The last step consists of interpolating between the model ratios for the approximate and adjacent levels in order to find the mortality level of the cohort ratio. As always, the amount to be added to the lower mortality level is equal to the difference between the cohort survivorship ratio and the model ratio corresponding to the lower mortality level, divided by the difference between the model ratios corresponding to the higher and lower mortality levels. Thus, if $y$ is the lower mortality level, $z(x)$ is the estimated level and $v+1$ is the upper level,

$$
z(x)=y+\left(13 S_{x, x+4}-13 S_{x, x+4}^{y}\right) /\left(13 S_{x, x+4}^{y+1}-13 S_{x, x+4}^{y}\right)
$$

so that, for the cohort aged 15-19 in 1951,

$$
\begin{aligned}
z(15) & =13.0+(0.9291-0.9251) /(0.9321-0.9251) \\
& =13.57 .
\end{aligned}
$$

Complete results, rounded to one decimal place, are shown in column (7) of table I77.
Slep 6: completion of the life table. The life table may be completed by adding information on child mortality in exactly the same way as for the example for Panama. However, the results obtained in step 5 are so erratic that they require some comment. For the first three cohorts, more survivors were recorded in 1964 than had been enumerated in 1951. It is probable that two factors were mainly responsible for this outcome: the general tendency to underenumerate young children or to exaggerate their ages; and the tendency to shift the ages of women into the peak reproductive years from either side. The first factor would reduce the initial numbers in the cohorts, and the second would increase the apparent numbers of survivors. Two older cohorts also show
implausibly high survivorship ratios, the cohort aged 55-59 in 1951, whose survivors include the number heaped on age 70, and the cohort corresponding to the open-ended interval ( 65 and over), whose survivors are probably inflated by age exaggeration. In order to obtain some overall average estimate of intercensal mortality, these five cases should be excluded; and to balance their exclusion, the five lowest levels should also be disregarded. Such Draconian elimination leaves as the only "acceptable" estimates the set 13.6, 16.1, 14.4 and 19.8, the average of which is 16.0 . However, because of the fairly wide range of levels covered by these estimates, their average cannot be considered a reliable indicator of intercensal mortality.
To conclude, note that no independent information on child mortality is available for the period 1951-1964, so that if the average mortality level estimated above were reliable, a life table could only be completed by assuming that the mortality pattern embodied in the model used (West) adequately represents that experienced by the population being studied (in terms of both adult and child mortality).
3. Intercensal survivorship ratios for five-year age cohorts smoothed by use of the logit system
(a) Data required

The data required for this method are listed below:
(a) Two census enumerations separated by $t$ years with populations classified by five-year age group (and sex);
(b) An independent estimate of child mortality. Such estimates are generally derived from information on children ever bom and children surviving analysed according to the procedures described in chapter III.

## (b) Computational procedure

The steps of the computational procedure are described below.
Steps 1-4. These steps, by which cohort survivorship ratios analogous to those for a stationary population, ${ }_{s} L_{x+1} / s L_{x}$, are calculated, are identical to those described in subsection B.2(b) and are not repeated here.

Step 5: smoothing cohort survivorship ratios by use of the logit life-table system. Somewhat more fiexibility in the model pattern of mortality used can be introduced by smoothing through the logit life-table system (see chapter 1, subsection B.4). The cohort survivorship ratios, analogous to $s L_{x+t} / s L_{x}$, are transformed into estimates of ${ }_{5} L_{x+1}$ by multiplying each by the corresponding $s L_{x}$; the first value or values of ${ }_{s} L_{x}$ are estimated on the basis of information about child mortality, and subsequent values are obtained from previous estimates of ${ }_{s} L_{x+1}$. The calculations thus form a chain: the first value of ${ }_{s} L_{x+1}$ is calculated by assuming a value of ${ }_{s} L_{0}$; and if $t$ is greater than 5 , the second value of ${ }_{s} L_{x+c}$ can be obtained by assuming a value of ${ }_{s} L_{s}$; but once $x$ is greater than $t$, the denominators ${ }_{s} L_{x}$ will be provided by earlier estimates of $s L_{x+1}$.

Once a series of $L_{x+1}$ values has been obtained, it is
assumed that the proportion of the stationary population aged from $x+t$ to $x+t+5$ approximates the probability of surviving from birth to age $y=x+t+2.5$, $l(x+t+2.5)$. The logit transformations of each of these $l(y)$ estimates can then be calculated and compared with the logit transformations of equivalent values derived from an appropriate standard life table. Then, the $\alpha$ and $\beta$ parameters defining the linear relationship between the logit transformations of the estimated and the standard survivorship probabilities can be estimated by using a suitable line-fitting procedure, and a complete $l(x)$ survivorship function can be generated. It must be noted, however, that for childhood ages the $l(x)$ values generated in this way will not, in general, coincide with those used as input in applying the method. The magnitude of the differences between the input and output child mortality estimates depends, among other things, upon the appropriateness of the mortality pattern used as standard and upon the quality of the intercensal survivorship estimates. If the magnitude of such differences is unacceptably large, the use of a different standard should be considered. When changes in the standard fail to reduce the differences observed, one may either have to discard entirely the intercensal life table or one may adopt a life table built by linking in a manner similar to that described in step 6 in subsection B.2(b), the child mortality estimates used as input with the estimated $l(x)$ values over age 10 .

## (c) First detailed example: Panama, 1960-1970

The computational procedure for this example is described below.

Steps 1-4. These steps have already been presented in subsection B.2(c).
Slep 5: smoothing cohort survivorship ratios by use of the logit life-table system. The starting-point of this smoothing procedure is the cohort survivorship ratios shown in column (5) of table 173. It is assumed that a cohort survivorship ratio approximates a life-table survival probability from the central age of the cohort at the first census to its central age at the second census. In the case in hand, therefore, it is assumed that

$$
\begin{equation*}
{ }_{10} S_{x, x+4}=\frac{s L_{x+10}}{5 L_{x}}=\frac{5.0[l(x+12.5)]}{5.0[l(x+2.5)]} \tag{B.3}
\end{equation*}
$$

The one age group for which $5.0[l(x+2.5)]$ is not an adequate approximation to ${ }_{s} L_{x}$ is group 0-4. If estimates of $l(2), l(3)$ and $l(5)$ are available from child survival data, the mortality levels associated with these three estimates in a selected family of Coale-Demeny model life tables can be averaged; and the value of ${ }_{5} L_{0}$ for that level, sex and family can be read off from the relevant table. If an estimate of ${ }_{5} L_{5}$ is required, it should be taken also from this model table.
In the case of Panama, no information relevant to the estimation of child mortality was collected by either the 1960 or the 1970 census. However, child mortality estimates are available from the Retrospective Demographic Survey conducted in 1976, and the reference
period for the estimates derived from information pertaining to women aged from 30-34 to 45-49 effectively covers the intercensal period 1960-1970 (see table 55). The average female mortality level for this period is 18.05 in the West family of model life tables. For level 18, $L_{0}$ is 0.95377 and ${ }_{4} L_{1}$ is 3.69742; for level 19, the corresponding values are 0.96004 and 3.75407 . Therefore, interpolating linearly,

$$
{ }_{3} L_{0}^{18.05}=(0.95)(0.95377)+(0.05)(0.96004)=0.9541
$$

and

$$
{ }_{4} L_{1}^{18.05}=(0.95)(3.69742)+(0.05)(3.74507)=3.7003 .
$$

Interpolating in a similar fashion for ${ }_{\rho} L_{5}^{18.05}$,

$$
\begin{aligned}
{ }_{s} L_{5}^{18.05} & =(0.95)\left(L_{5}^{18}\right)+(0.05)\left({ }_{s} L_{5}^{19}\right) \\
& =(0.95)(4.55832)+(0.05)(4.64405) \\
& =4.5626 .
\end{aligned}
$$

The chaining of survivorship probabilities can then begin. It is assumed that

$$
{ }_{10} S_{0.4}=\frac{5.0(l(12.5)]}{s L_{0}}
$$

so

$$
l(12.5)=\frac{1}{5}\left(10 S_{0,4}\right)\left(L_{0} L_{0}\right)
$$

and

$$
s_{s} L_{x}=5.0 l(x+2.5) \text { for } x=10,15, \ldots, 60 .
$$

Table 178 shows the full calculations.
The essence of the logit life-table system lies in the comparison of an estimated $l(x)$ survivorship function with a standard $l_{f}(x)$ function on the logit scale (see chapter I, subsection B.4). In this case, a Coale-Demeny West model life table of level 18 for females has been selected as standard on the basis of the child mortality estimates available. The $l(x)$ function in the CoaleDemeny model life tables is given only for ages $0,1,5$, 10 and so on, whereas for comparison with the estimated probabilities, $l(y)$ values are required for ages $y=12.5$, 17.5, 22.5 and $s o$ on. These values can be obtained by averaging the standard $l_{s}(x)$ values for adjacent ages $x$ (multiples of five) and then calculating the logit transformations of these averages. Thus, to obtain an estimate of $l_{s}(12.5)$,

$$
\begin{gathered}
I_{s}(12.5)=0.5\left(I_{s}(10)+I_{s}(15)\right)=0.5(0.90762+ \\
0.90136)=0.90449 .
\end{gathered}
$$

Therefore, the logit transformation of the standard at $12.5, \lambda_{s}(12.5)$, is

$$
\lambda_{s}(12.5)=0.5 \ln \left\{\frac{1.0-0.90449}{0.90449}\right]=-1.1241 .
$$

Table 178. ARPLICATION OF Smoothino procedure based on the locit system to the COHORT SURVIVORSHIP MATLOS FOR THE PERLOD 1960-1970. PANAMA

| $\begin{aligned} & A_{j} \\ & \text { (i) } \end{aligned}$ |  | Sravency ferminion |  | Ley monemmion |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Ain-yn cosemer | $\begin{gathered} 5(x+125) \\ (4) \\ \hline \end{gathered}$ | $\frac{E_{\text {otm }}}{\lambda(x+12.5)}$ <br> (f) | $\lambda_{g}^{\sin (x+125)}$ <br> (6) |
| 0............. | 0.9636 | (4.6544) ${ }^{\text {b }}$ | 0.8970 | -1.0822 | -1.1241 |
| S............. | 0.9753 | $(4.5626)^{\text {b }}$ | 0.8900 | - 1.0454 | -1.0807 |
| 10............. | 1.0080 | 4.4850 | 0.9042 | -1.1224 | -1.0252 |
| 15............. | 0.9524 | 4.4499 | 0.8476 | -0.8580 | -0.9633 |
| 20............ | 0.9121 | 4.5209 | 0.8247 | -0.7743 | -0.8988 |
| 25............. | 0.9722 | 4.2381 | 0.8241 | -0.7722 | -0.8314 |
| 30............. | 0.9304 | 4.1235 | 0.7673 | -0.5966 | -0.7595 |
| 35,............ | 0.8988 | 4.1203 | 0.7407 | -0.5248 | -0.6795 |
| 40............ | 0.9246 | 3.8365 | 0.7094 | -0.4462 | -0.5852 |
| 45............. | 0.8706 | 3.7033 | 0.6448 | -0.2981 | -0.47i3 |
| 50............. | 0.8786 | 3.5472 | 0.6233 | -0.2518 | -0.3302 |
| \$5............. | 0.8536 | 3.2241 | 0.5504 | -0.1011 | -0.1529 |
| 60............. | 0.6623 | 3.1166 | 0.4128 | 0.1762 | 0.0715 |
| 65............. | (0.5365) | 2.7521 | c | c | c |
| 70............ | * | 2.0641 | c | c | c |
| 75............. | c | 1.4765 | c | $c$ | c |

- Female, level 18, West model.
Obtained as described in the text.
c Not computed.

Note that computing $I_{5}(x+2.5)$ by directly averaging $l_{s}(x)$ and $l_{s}(x+5)$ has an advantage over the use of closer approximations, since it is being assumed in the case of the estimated $I(x)$ values that ${ }_{5} L_{x}$ is equal to $5.0\left(l(x+2.5)\right.$ ). If the $l(x)$ and $l_{s}(x)$ functions are similar, but not linear, between $x$ and $x+5$, the logit transformations of the estimated and the standard $I(y)$ values calculated as shown above will still be comparable, but will not refer to exact age $x+2.5$. Yet, the form of their relationship (its linearity and the parameters that define it) will not be greatly affected.

Columns (5) and (6) of table 178 show the logit transformations of the estimated and standard $l(x)$ functions, respectively. The points defined by $\left[\lambda_{t}(x), \lambda(x)\right]$ are plotted in figure 21. It can be seen that these points follow a generally linear trend, though there are outiers, notably the point associated with the cohort aged $10-14$ in 1960, which had an apparent survivorship ratio from 1960 to 1970 greater than 1.0 . A straight line has been fitted to the points by using group means (see chapter V, subsection C.4). This line has a slope of 1.022 (an estimate of $\beta$ in the logit system) and an intercept of 0.094 (an estimate of $\alpha$ in the logit system). The intercensal cohort survivorship probabilities thus indicate an age pattern of mortality similar to that of the standard, since $\beta$ is roughly equal to one, but an overall level of mortality somewhat heavier than that of the standard, since $\alpha$ is slightly larger than zero.

A complete life table can now be calculated by inverting the logit transformation estimated by means of $\alpha$ and $\beta$. Thus,

$$
\lambda^{*}(x)=\alpha+\beta \lambda_{s}(x)
$$

and

$$
l(x)=\left[1.0+\exp \left(2.0 \lambda^{*}(x)\right)\right]^{-1}
$$

The results obtained in this case are shown in column (7) of table 175. Note that, as mentioned earlier, the child mortality estimates obtained by this procedure differ from those used as input (the latter are shown as $l(1)$ and $1(5)$ in column (6) of table 175). In terms of infant mortality, for example, the logit estimate is $1(1)=$ 0.9323 , while the value. used as input is 0.9405

Fizure 21. Plot of the logit trampormation of the estimated survivorship function, $t(x)$, agninst that of the stamiart, West model for fomales, level 18; Pamana

(corresponding to level 18.05 in the Coale-Demeny West models for females). Hence, whereas according to the life table generated by using the logit system, some 68 out of every 1,000 births die before reaching age one, according to the estimates derived from data on children ever bom and surviving, about 60 deaths per 1,000 births are expected. If the latter estimate were correct, the one obtained through the logit fit overestimates infant mortality by about 13 per cent. This outcome is due to the fact that intercensal adult mortality is substantially higher than the child mortality used as input in terms of the West mortality pattern. In the case of Panama during the period 1960-1970, the fairly low child mortality estimates derived from reports of older women are likely to be biased downward. Therefore, the estimates yielded by the logit fit are probably acceptable.
It should also be pointed out that the chaining of survivorship ratios used in this procedure introduces a substantial element of smoothing into the results even before the smoothing action of the logit system is introduced. Each link in the chain depends upon one or more of the earlier links, and each $I(x+2.5)$ estimate is determined both by an earlier estimate of $l(x-7.5)$ and by the intercensal cohort survivorship probability ${ }_{10} S_{x-10, x-6}$. Thus, the final estimates yielded by this procedure are likely to be smoother than those obtained directly from each survivorship probability, as was done in subsection B.2(c).

## (d) Second detailed example: Colombia, 1951-1964

The computational procedure for this example is described below.

Steps 1-4. These steps have already been covered in subsection B.2(d). Therefore, this example begins with the application of this procedure once the 13 -year cohort survivorship ratios shown in table 176 are available.

Svep 5: smoothing the cohort survivorship ratios by use of the logit life-lable system. To use the smoothing procedure based on the logit system, it is necessary to have some estimate of child mortality in order to begin the chaining of survivorship probabilities. A recent study by Somoza, based on the results of the Colombian National Fertility Survey (part of the World Fertility Survey), found that mortality among female children born during the period 1941-1959 could be approximated by level 14.5 of the West model life tables; for female children born during the period 1960-1967, the same procedure yielded a level of 16.2. Therefore, it is estimated that, for the intercensal period 1951-1964, female child mortality was, on average, equal to that of level 15.35 (the arithmetic average of the two levels estimated by Somoza). For this level, $s L_{0}$ is equal to $4.4699, s L_{s}$ to 4.3076 and ${ }_{s} L_{10}$ to 4.2508 , these values being obtained by interpolating linearly between the tabulated values for levels 15 and 16 , respectively.

[^89]The first cohort survivorship ratio, ${ }_{13} S_{0,4}$, is regarded as being equivalent to the ratio ${ }_{s} L_{13} / s_{s} L_{0}$. Therefore, multiplying by the assumed value of ${ }_{5} L_{0}$, one obtains an estimate of ${ }_{5} L_{13}$ :

$$
{ }_{s} L_{13}=\left({ }_{13} S_{0.4}\right)\left({ }_{s} L_{0}\right)=(1.0661)(4.4699)=4.7654
$$

Similar calculations for ${ }_{5} L_{18}$ and ${ }_{s} L_{23}$ give results of 4.5105 and 4.3422, using the assumed values of $s_{s} L_{s}$ and ${ }_{s} L_{10}$, respectively. The next survivorship ratio, ${ }_{13} S_{15,19}$, is regarded as equivalent to ${ }_{5} L_{28} / 5 L_{15}$, but no value has been assumed for ${ }_{s} L_{15}$, which therefore has to be estimated. Estimates of ${ }_{5} L_{13}$ and ${ }_{5} L_{18}$ have already been obtained, and $s L_{15}$ can be estimated from them by weighting them suitably. The age interval from 13 to 17 shares three years, or 60 per cent, with age group 15-19; and the interval from 18 to 22 shares two years, or 40 per cent, with age group 15-19. An estimate of ${ }_{5} L_{15}$ can therefore be obtained by summing 60 per cent of ${ }_{5} L_{13}$ and 40 per cent of ${ }_{5} L_{18}$ :

$$
\begin{gathered}
{ }_{5} L_{19}=0.6, L_{13}+0.4{ }_{5} L_{18}=(0.6)(4.7654)+ \\
(0.4)(4.5105)=4.6634 .
\end{gathered}
$$

An estimate of s $L_{20}$ can be obtained in a similar way from the estimated values of $L_{18}$ and ${ }_{5} L_{23}$ :

$$
\begin{gathered}
{ }_{s} L_{20}=0.6, L_{18}+0.4{ }_{s} L_{23}=(0.6)(4.5105)+ \\
(0.4)(4.3422)=4.4432 .
\end{gathered}
$$

These values of ${ }_{5} L_{15}$ and ${ }_{5} L_{20}$ can now be used to estimate $L_{28}$ and ${ }_{s} L_{33}$ from the cohort survivorship ratios ${ }_{13} S_{15,19}$ and ${ }_{13} S_{20.24}$, whereupon the values of ${ }_{5} L_{23}, 5 L_{28}$ and ${ }_{5} L_{33}$ can be used to estimate ${ }_{5} L_{25}$ and ${ }_{5} L_{30}$, which can in tum be used to estimate ${ }_{5} L_{38}$ and ${ }_{s} L_{43}$ from the cohort survivorship ratios ${ }_{13} S_{25.29}$ and ${ }_{13} S_{30,34}$, and so on until all but the last of the cohort ratios have been used (the last ratio, for the open-ended cohort aged 65 and over in 1951, cannot be equated with an ${ }_{n} L_{x}$ value and therefore cannot be used). The results of the various sets of calculations are shown in table 179.
It is assumed that the probability of surviving from birth to the mid-point of each age group can be approximated by one fifh of the ${ }_{5} L_{x}$ values. That is,

$$
l(x+2.5)=(0.2) L_{x} .
$$

Column (5) of table 179 shows estimates of ${ }_{s} L_{x}$ for values of $x$ of 13,18,23, 28 and so on up to 73. Each can be divided by five to estimate values of $I(x+2.5)$, or survival probabilities from birth to ages $15.5,20.5,25.5$ and so forth up to 75.5. Thus, for example, $I(20.5)$, is estimated as

$$
l(20.5)=\frac{1}{5} s L_{18}=\frac{1}{5}(4.5105)=0.9021
$$

Full results are shown in column (6) of table 179.
The final stage of the smoothing process is the com. parison of the logit transformations of the estimated sur-
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|  |  |  |  |  | $\begin{gathered} (x+15.5) \\ 165 \end{gathered}$ | $\begin{gathered} \hline \text { Eximand } \\ \lambda(x+15.5) \\ \text { (7) } \end{gathered}$ | $\begin{gathered} \text { Soneind } \\ \lambda_{s}(x+15.5)^{4} \\ (8) \end{gathered}$ |
| 0-4...................... | 0 | 1.0661 | $(4.4699)^{\text {b }}$ | 4.7654 | 0.9531 | -1.5059 | -0.8142 |
| 5.9...................... | 5 | 1.0471 | (4.3076) ${ }^{\text {b }}$ | 4.5105 | 0.9021 | -1.1104 | -0.7615 |
| 10.14.................... | 10 | 1.0215 | $(4.2508)^{\text {b }}$ | 4.3422 | 0.8684 | $-0.9434$ | -0.6997 |
| 15-19..................... | 15 | 0.9291 | 4.6634 | 4.3328 | 0.8666 | -0.9356 | -0.6358 |
| 20-24.................... | 20 | 0.9010 | 4.4432 | 4.0033 | 0.8007 | -0.6953 | -0.5702 |
| 25-29 ..................... | 25 | 0.9328 | 4.3384 | 4.0469 | 0.8094 | -0.7231 | -0.5207 |
| 30-34 ..................... | 30 | 0.9050 | 4.2010 | 3.8019 | 0.7604 | -0.5774 | -0.4323 |
| 35-39 .................... | 35 | 0.8457 | 4.0207 | 3.4003 | 0.6801 | -0.3771 | -0.3549 |
| 40-44 .................... | 40 | 0.7885 | 3.9489 | 3.1137 | 0.6227 | -0.2505 | -0.2606 |
| 45-49 ..................... | 45 | 0.8858 | 3.6413 | 3.2255 | 0.6451 | -0.2988 | -0.1459 |
| 50-54 ..................... | 50 | 0.7055 | 3.2857 | 2.3181 | 0.4636 | 0.0729 | 0.0035 |
| 55-59 ..................... | \$5 | 0.8569 | 3.1584 | 2.7064 | 0.5413 | -0.0828 | 0.1936 |
| 60-64 ..................... | 60 | 0.4173 | 2.8625 | 1.1945 | 0.2389 | 0.5794 | 0.4457. |
| $65+\ldots . . . . . . . . . . . . . . . . . . . ~$ | 65 | 0.3860 | 2.4734 | - | . | . | . |

- Fennates, West model of level ls.
${ }^{\text {b }}$ Oblained independently from child mortality estimates for the period.
vivorship probabilities (equivalent to the stationary population at exact ages) with those of an adequate standard. The logit transformations of the $l(x)$ values shown in column (6) of table 179 are easily calculated; for instance, for $l(20.5)$,

$$
\begin{gathered}
\lambda(20.5)=0.5 \ln [(1.0-l(20.5)) / l(20.5)]= \\
0.5 \ln (0.10852)=-1.1104 .
\end{gathered}
$$

The full set of $\lambda(x)$ values is shown in column (7) of table 179. The selection of a suitable standard and the calculation of $l_{s}(x)$ values that match the estimated values present a problem, however, since the life tables published in the Coale-Demeny set do not include the values of $x$ required in this case. Estimates of $l_{s}(x)$ must be obtained for $x=15.5,20.5$ and so on, so that they may be compared with the estimated $l(x)$ function on the logit scale. In this application, a West model life table of level 15 for females has been adopted as standard. The required estimates of $l_{s}(x)$ are obtained by interpolating linearly between the published $l_{s}(y)$ values. Thus, for $x=15.5$,

$$
\begin{aligned}
I_{s}(15.5) & =0.9 I_{s}(15)+0.1 I_{s}(20) \\
& =(0.9)(0.83740)+(0.1)(0.82284) \\
& =0.83594 .
\end{aligned}
$$

The logit transformations of these $l_{t}(x)$ values are calculated next, the results being shown in column (8) of table 179. The logit transformations of the estimated and standard $/(x)$ functions are plotted one against the other in figure 22. The resulting points fluctuate substantially, that for the cohort aged $0-4$ in 1951 being particularly divergent and the remainder following a broadly linear trend. The straight line shown in the figure has been
fitted by group means (see chapter $V$, subsection $\mathbf{C} .4$ ) calculated on the basis of all the points except the first; it has an intercept ( $\alpha$ ) of -0.03 and a slope ( $\beta$ ) of 1.32 , indicating that the level of mortality in the population in question is similar to that of the standard, but that observed mortality increases much more rapidly with age than it does in the standard. However, little confidence can be placed in the final results, given that the slope of the line is heavily affected by points referring to young women for whom age-reporting and coverage errors are substantial. The chaining process used by this smoothing procedure reduces the independence of the estimates derived from different cohorts, thus increasing the possibility of serious biases in the slope of the fitted line. Because of these problems, the calculation of a final life table is omitted. If desired, it would be calculated just as explained in step 5 of subsection B.3(c).

## 4. Intercensal mortality estimated by using projection and cumulation

## (a) General characteristics of method

Some of the effects of age-misreporting on intercensal mortality estimates can be eliminated by the use of cumulation. Irstead of calculating survivorship ratios for cohorts, the initial population is projected forward to the date of the second census using a range of mortality levels. For each mortality level, the projected population over ages $x$ from 10 or 15 to 50 or 55 is obtained by cumulation, and the observed population at the second census, $N 2\left(x^{+}\right)$, is used to interpolate within the projected values in order to determine the mortality level consistent with it. In this way, the effects of agemisreporting at the second census are limited to the effects of transfers across each age boundary $x$. Unfortunately, the effects of age-misreporting in the initial age distribution are not reduced.
 agrinst that of the standerd, West madel for females, level t5; Colombia


It should be noted in passing that there is no theoretical reason to prefer the forward projection of the first age distribution to make it comparable to the second age distribution over the reverse projection of the second age distribution to make it comparable to the first. The two procedures may, however, be expected to give somewhat different results because of different errors in the two distributions. The analyst might wish to carry out the calculations both ways, compare them and possibly obtain a final estimate by averaging the two results; but this discussion is confined to the description of the usual forward-projection procedure. Backward projection is carried out in an analogous way.
(b) Data required

The only data required are two census enumerations separated by $t$ years with populations classified by age and sex.
(c) Computational procedure

The steps of the computational procedure are described below.

Sleps 1-3. These steps, by which two comparable age distributions for time-points separated by an exact number of years are obtained, are identical to those described in subsection B.2(b) and are not repeated here.

Svep 4: cumulation of the second age distribution. The age distribution from the first census is not cumulated, but the secoad age distribution is cumulated by summation from the uppermost age group downward. The ages above which populations should be cumulated will depend upon the intercensal interval $f$; normally, the oddest initial population that should be used is the population aged 45 and over at the first census, and this population will be aged $45+t$ and over at the second' census; the next age group will be aged $40+t$ and over, the next $35+s$ and over, and so on.

Step 5: projection of initial population with different mortality levels. A suitable family of Coale-Demeny model life tables is selected, and life tables from different levels are used to project the initial population, five-year age group by five-year age group. If the intercensal interval is $t$ years, and the initial population aged from $x$ to $x+4$ is ${ }_{s} N 1_{x}$, the population projected by using level $y$ of the life tables, ${ }_{s} N P_{x+1}^{\gamma}$, is given by:

$$
{ }_{s} N P_{x+t}^{\prime}=\left({ }_{5} N 1_{x}\right)\left({ }_{s} L_{x}^{\prime}+t /\left({ }_{s} L_{x}^{\prime}\right)\right)
$$

where ${ }_{s} L_{x}^{\prime}$ and $L_{x}^{\prime}+$, come from a model life table of level $v$. If $t$ is not a multiple of five, values of $L_{x}{ }_{x} t$ can be estimated by using the technique described in step 5 of subsection B.2(b). Each age group has to be projected using several levels $y$, and the populations over each age $x+t$ are then obtained by cumulation. The observed population aged $x+t$ and over at the time of the second census, $N 2((x+i)+)$, is then used to determine the level consistent with it by interpolating linearly between the projected estimates $N P^{\prime}((x+i)+)$. Once mortality levels have been determined in this way for each initial age $x=5,10,15, \ldots, 45$, the median of these levels can be used as an estimate of adult mortality during the intercensal period.

## (d) A detailed example: Panama, 1960-1970

The steps of the computational procedure are described below.

Steps /-3. These steps have already been performed in subsection B.3(c) and need not be repeated here. Therefore, the starting-point of this example is the $\mathbf{1 9 6 0}$ and 1970 female age distributions for Panama given in columns (3) and (4), respectively, of table 173.
Step 4: cumulation of the second age distribution. The Coale-Demeny model life tables tabulate the stationary-population function, $s L_{x}$, only up to age $\mathbf{8 0}$, the final category being the stationary population aged 80 and over. For a 10 -year survival period, therefore, the highest age group for which a model survivorship ratio can be calculated is the initial open-ended age group 70 and over. The initial age distribution therefore needs to be tabulated by five-year age group up to age group $65-69$, with the last age group being 70 and over. For the final age distribution, however, less detail is required, since the highest initial age group to be used is that aged 45 and over. Thus, the final population in 1970 is required in age groups $55+$ (survivors of the initial population aged 45 and over, $50+, 45+$ and so on
down to $15+$ (survivors of the initial population aged 5 and over). The easiest way to cumulate the age distribution is to begin with the number observed in the oldest age group and add in successively the number corresponding to the age group immediately below it. Thus, given the 1970 age distribution in column (4) of table 173, the population over age $x, N 2(x+)$, is calculated as

$$
N 2(x+)=N 2((x+5)+)+s N 2_{x}
$$

where ${ }_{5} N 2_{x}$ is the population aged from $x$ to $x+4$ in 1970. For example, for $x=75$,

$$
N 2(75+)=9,873 ;
$$

and for $x=70$,

$$
N 2(70+)=N 2(75+)+{ }_{5} N 27_{70}=9,873+6,690=16,563 .
$$

Then for $x=65$,

$$
\begin{aligned}
N 2(65+)= & N 2(70+)+{ }_{5} N 2_{65}=16,563+ \\
& 10,061=26,624 .
\end{aligned}
$$

Full resuits are shown in column (15) of table 180.
Step 5: projection of initial population with different mortality levels. For a 10 -year intercensal interval, the probability of surviving from the age group from $x$ to $x+4$ to the age group from $x+10$ to $x+14$ is approximated by ${ }_{5} L_{x}+10 / 5 L_{x}$, and such model survivorship ratios can be calculated for each level of any family of CoaleDemeny model life tables. The last survivorship ratio, that for the population aged 70 and over to 80 and over 10 years later, is approximated as $T_{80} / T_{70}$, that is, $T_{30} /\left({ }_{s} L_{70}+{ }_{s} L_{75}+T_{80}\right)$. In a growing population with an age distribution 70 and over that is younger than the equivalent stationary population, this model survivorship ratio is likely to be somewhat lower than the true value, but an adjustment would not generally be worthwhile. Table 174 shows 10 -year model survivorship probabilities for initial age groups up to 60.64 and for a range of mortality levels in the West family of model life tables; in order to project the entire population over any age, 10 -year model survivorship probabilities for the initial age groups $65-69$ and $70+$ need to be added. For level 16, for example,

$$
10 S_{69.69}^{16}={ }_{s} L_{75}^{16} / s L_{6 S}^{16}=134,741 / 249,225=0.5406
$$

and

$$
\begin{aligned}
{ }_{10} S_{70}^{16} & =T_{50}^{16} / T_{71}^{16}=T_{80}^{16} /\left[s L_{0}^{16}+s L_{75}^{16}+T_{80}^{16}\right] \\
& =102,911 /(196,255+134,741+102,911) \\
& =0.2372 .
\end{aligned}
$$

In the application of forward projection with cumulation, there is no alternative to carrying out the calcula-

Tanle 180. PRofecton of the inttial female fofulation over 10 years usino different mortality levels. Panama, 1960-1970

| $\begin{aligned} & \text { dr } \\ & \frac{1}{x} \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\text { Amind } 1990$ |  |  | Andecere 1990 |  |  | $\text { Antron } 1970$ |  |  | Prowitior |  |  |  |
|  |  |  | $\begin{gathered} \hline \operatorname{mow} x+90 \\ 10 x+40 \\ (4) \end{gathered}$ | $\begin{gathered} x+10 \\ -(s) \\ \hline 10 \end{gathered}$ |  |  |  |  | $\begin{gathered} \begin{array}{c} \operatorname{Anm} x+10 \\ 0 x+14 \\ (f 0) \end{array} \end{gathered}$ | $\begin{gathered} x+10 \\ \text { (II) } \end{gathered}$ |  | $\begin{gathered} \hline \operatorname{Fin} 1 x+10 \\ (x+14 \\ (13) \end{gathered}$ | $\begin{aligned} & x+10 \\ & \text { (IV) } \\ & \text { (IN) } \end{aligned}$ |  |  |
| 5............. | 75242 | 0.9758 | 73421 | 393970 | 0.9836 | 74008 | 339759 | 0.9905 | 74527 | 405151 | 0.9956 | 74911 | 410558 | 398119 | 17.43 |
| 10............ | 62509 | 0.9705 | 60665 | 320549 | 0.9796 | 61234 | 325721 | 0.9875 | 61728 | 330624 | 0.9941 | 62140 | 335647 | 324738 | 17.62 |
| 15............ | 53468 | 0.9623 | 51452 | 259884 | 0.9734 | 52046 | 264518 | 0.9831 | 52564 | 268896 | 0.9919 | 53035 | 273506 | 261728 | 16.80 |
| 20............ | 44826 | 0.9556 | 42836 | 208432 | 0.9683 | 43405 | 212472 | 0.9794 | 43902 | 216332 | 0.9897 | 44364 | 220471 | 210804 | 17.81 |
| 25... | 37149 | 0.9493 | 35266 | 16559 | 0.9631 | 35778 | 169067 | 0.9754 | 36235 | 172429 | 0.9868 | 36659 | 176107 | 169919 | 18.51 |
| 30............ | 31609 | 0.9417 | 29766 | 130331 | 0.9563 | 30228 | 133289 | 0.9697 | 30651 | 136194 | 0.9822 | 31046 | 139449 | 133804 | 18.35 |
| 35............. | 28216 | 0.9316 | 26286 | 100565 | 0.9465 | 26706 | 103061 | 0.9604 | 27099 | 105543 | 0.9743 | 27491 | 108402 | 104395 | 19.07 |
| 40............. | 23550 | 0.9147 | 21541 | 74278 | 0.9303 | 21913 | 76354 | 0.9454 | 22264 | 78444 | 0.9613 | 22639 | 80911 | 79035 | 20.48 |
| 45............ | 20253 | 0.8866 | 17956 | 52737 | 0.9045 | 18319 | 54441 | 0.9220 | 18673 | 56180 | 0.9414 | 19066 | 58273 | 57260 | 21.03 |
| \$0............ | 14801 | 0.8422 | 12465 | 34781 | 0.8639 | 12787 | 36122 | 0.8855 | 13.106 | 37507 | 0.9101 | 13470 | 39207 | 39628 | $>22$ |
| 55............. | 11787 | 0.7741 | 9124 | 22316 | 0.8002 | 9432 | 23336 | 0.8266 | 9743 | 24400 | 0.8580 | $10: 13$ | 25736 | 26624 | $>22$ |
| 60............ | 10 lot | 0.6750 | 6818 | 13191 | 0.7042 | 7113 | 13904 | 0.7342 | 7416 | 14657 | 0.7719 | 7797 | 15623 | 16563 | $>22$ |
| 65............. | 6618 | 0.5406 | 3578 | 6373 | 0.5704 | 3775 | 6791 | 0.6016 | 3981 | 7241 | 0.6426 | 4253 | 7826 | - | - |
| 70............. | 13785 | 0.2372 | 2795 | 2795 | 0.2559 | 3016 | 3016 | 0.2766 | 3260 | 3260 | 0.3032 | 3573 | 3573 | - | - |

tions for a range of mortality levels. For each mortality level $\eta$, the projected population of each age group from $x$ to $x+5$ in $1960,{ }_{s} N P_{x+10}^{x}$, is obtained by applying the survivorship ratio, ${ }_{0} S_{x, x+4}^{x}$, to the initial population, ${ }_{5} N 1_{x}$. Thus, for age group 15-19 and mortality level 16, the initial population is 53,468 , and the survivorship probability is 0.9623 , so

$$
{ }_{5} N P_{25}^{16}=\left({ }_{5} N 1_{15}\right)\left({ }_{10} S_{15,19}^{16}\right)=(53,468)(0.9623)=51,452,
$$

whereas for the same age group but at mortality level 22 ,

$$
{ }_{5} N P_{25}^{22}=(53,468)(0.9919)=53,035 .
$$

The 1960 population of each five-year age group, from 5.9 upward, has been projected forward using survivorship probabilities from each mortality level (note that in practice it is sufficient to work with steps of two levels, that is, to use levels $16,18,20$ and 22 , and not to repeat the calculations for the intermediate levels), the results being shown in columns (4), (7), (10) and (13) of table 180. Each projected population can then be cumulated from the oldest age group towards the youngest to find the population over ages $55,50,45$ and thus down to the population over 15 . The results for the mortality levels being used are shown in columns (5), (8), (11) and (14) of table 180. The reported populations over each of these ages can then be compared with the projected populations, and linear interpolation can be used to estimate the mortality level implied by each. Thus, for instance, the reported population over age 20 in 1970 is 324,738; the projected population over age 20 for mortality level 16 (column (5) of table 180) is 320,549 , whereas for mortality level 18 it is 325,721 (column (8) of table 180). Therefore, the mortality level implied by the observed population is obtained as

$$
\begin{gathered}
(20+)=16.0+(2.0)(324,738-320,549) / \\
(325,721-320,549)=17.62
\end{gathered}
$$

where 16 is the level associated with the smaller projected population; and the interpolation factor has to be multiplied by two because the levels used, 16 and 18, are two units apart. Column (15) of table 180 shows the cumulated populations observed in 1970, and column (16) shows the mortality levels yielding projected populations over each age consistent with the observed.

The mortality levels shown in column (16) are certainly less variable than those obtained for individual age groups in table 174. However, after four rather consistent estimates of levels in the range from 16.8 to 17.8 associated with the populations over $15,20,25$ and 30 in 1970, the estimates show a steady tendency to rise as the lower age boundary increases. One possible cause of this outcome is that the West mortality pattern is not a good representation of adult mortality in Panama, but it seems more likely that systematic age-reporting errors may be distorting the second age distribution (and probably the first as well, though the method provides information only about relative differences). In the circumstances, the best estimate of mortality level that one.
can obtain from these data is the average of the first four values, 17.4, rather than the median of all the values, which is more likely to be affected by the apparent tendency towards age exaggeration. Note that this value of 17.4 is substantially higher than the final estimate based on individual age groups, 16.1. The level based on cumulated data is probably the better of the two estimates, although it should be remembered that the cumulation procedure is really only applied to the second age distribution, not to the first, so the results are still dependent upon the age detail of the initial age distribution. The greater consistency of the results obtained from cumulated data should not be interpreted as necessarily indicating greater accuracy.

## C. Intercensal Survival with additional INFORMATION ON THE AGE PATTERN OF MORTALITY

## 1. Basis of method and its rationale

The two most serious problems affecting intercensalsurvival techniques are age-misreporting and different levels of census coverage. A procedure often used to reduce the effects of age-misreporting is cumulation; the population over age $x$ is affected only by erroneous transfers of people across the boundary $x$ and not by errors over or under $x$. The second problem, that of coverage changes between the first and second censuses, can play havoc with mortality estimates derived from intercensal survival, since the coverage change will appear either as excess deaths (when the second census is the less complete) or as a deficiency of deaths (when the second census in the more complete). However, a change in coverage that is more or less constant by age will inflate or deflate intercensal deaths by amounts proportional to the population at each age, rather than by amounts proportional to the number of deaths at each age. A change in coverage will therefore have much more effect on deaths at younger ages, where there are in reality few deaths but large numbers of people, than at older ages, where there are many more deaths but small numbers of people.
A technique that is simple to understand but rather laborious to apply makes it possible to use what is essentially an intercensal-survival procedure while employing cumulated data and also making allowance for differential census coverage. ${ }^{3}$ The method is based on the simple idea that, in a closed population, the number of people in a particular age group at a first census should be equal to the number of survivors of the same cohort at the second census plus the deaths of cohort members during the intercensal period. It can be simply shown that if the coverages of the first and second censuses and of intercensal deaths are invariant with age and are denoted by $C_{1}, C_{2}$ and $k$, respectively, then

$$
\begin{equation*}
{ }_{n} N 1_{x} /_{n} N 2_{x+1}=C_{1} / C_{2}+\left(C_{1} / k\right)_{n} D_{x} / n N 2_{x+t} \tag{C.1}
\end{equation*}
$$

[^90]where $n$ is the cohort width in years; $t$ is the length of the intercensal period; ${ }_{n} N 1_{x}$ and ${ }_{n} N 2_{x+t}$ are the enumerated cohort populations at the first and second censuses, respectively; and ${ }_{n} D_{x}$ is the registered number of intercensal deaths to the cohort aged from $x$ to $x+n$ at the first census. Equation (C.1) defines a straight line with slope $C_{1} / k$ and intercept $C_{1} / C_{2}$; that is, its slope is the completeness of the first census in relation to the completeness of death registration and the intercept is the completeness of the first census in relation to that of the second. The fitting of a straight line to points $\left.{ }_{[n} N 1_{x} / n N 2_{x+1,{ }_{n}} D_{x} /{ }_{n} N 2_{x+1}\right]$ for different cohorts should therefore provide estimates of the relative completeness of the two censuses and of the completeness of death registration in relation to that of the first census.
Equation (C.1) is valid for any cohort, be it an initial five-year age group, the initial population over some age $x$, or even the population between two ages, $x$ and $y$, at the first census. All that is required is that the range of the ratios ${ }_{n} N 1_{x} /{ }_{n} N 2_{x+1}$ and ${ }_{n} D_{x} / n N 2_{x+1}$ be wide enough for the robust estimation of the parameters (mainly the slope) of the straight line to be possible. Cumulation can therefore be used to reduce the effects of some age errors, though the procedure remains sensitive to systematic age exaggeration on the part of the elderly.

## 2. Data required

The data listed below are required for this method:
(a) Two census enumerations with populations classified by age (and sex) for two points in time not more that 15 years apart. (It may be necessary that the age classification be by single year for at least one census if the intercensal interval is not a multiple of five years);
(b) Information on deaths by age (and sex) for the intercensal period; registered deaths for each intercensal year can be used but the calculations are lengthy, and deaths for every fifth year are adequate. If no information on deaths is available, a model life table can be used to supply the deficiency.

## 3. Computational procedure

The steps of the computational procedure are described below.

Step 1: adjustment for net intercensal migration and ter. ritorial coverage. See step 1 in subsection B.2(b). Note, however, that before applying this method, intercensal deaths should also be adjusted for migration and coverage changes, though if the age pattern of deaths is not much affected, the adjustment is not crucial to the final mortality estimates.
Step 2: grouping of data from the two censuses by cohort. See step 2 in subsection B.2(b).
Step 3: adjustment of intercensal interval that is not an exact mumber of years. See step 3 in subsection B.2(b).
Step $4(a)$ : cumulation of cohort deaths from registration data. Registered deaths are normally tabulated by calendar year, five-year age group and sex. Given that the two censuses being used probably do not have reference dates at the beginning of a year and that a cohort
will be continually moving across standard five-year age groups as it moves through the intercensal period, the task of cumulating intercensal cohort deaths is tedious and imprecise. Since the value of the information on intercensal deaths lies in their age pattern, not in their precise overall level, a degree of simplification is in order.

If the first census was held in year $a$ and initial cohorts are defined by standard five-year age group, deaths to the cohort aged from $x$ to $x+4$ in year $a$ over the first five years of the intercensal period (that is, between $a$ and $a+5$ ) can be approximated by summing the deaths in year $a$ to persons aged from $x$ to $x+4$ and the deaths in year $a+5$ to persons aged from $x+5$ to $x+9$, and multiplying the sum by 2.5. Thus, if $D_{x, x+4}^{\prime}$ denotes, in general, the number of deaths to the cohort aged from $x$ to $x+4$ at the beginning of the period (that is, in year a) and recorded during year $j$, and ${ }_{s} D_{x}^{\prime}$ denotes the number of deaths to persons aged from $x$ to $x+4$ in year $j$, then

$$
\begin{equation*}
\sum_{j=a}^{a+5} D_{x, x+4}^{j}=2.5\left[5 D_{x}^{a}+j D_{x+\xi}^{a+\xi}\right] . \tag{C.2}
\end{equation*}
$$

Similar approximations can be applied for a second five-year period between $a+5$ and $a+10$ :

$$
\begin{equation*}
\sum_{j=a+5}^{a+10} D_{x, x+4}^{j}=2.5\left[{ }_{5} D_{x+5}^{a+5}+{ }_{5} D_{x+10}^{a+10}\right] \tag{C.3}
\end{equation*}
$$

Cohort deaths for intercensal periods that are multiples of five can therefore be approximated rather simply from registered deaths for calendar years five years apart.
The case of an intercensal interval that is not a multiple of five years is slightly more complicated, but adequate approximations can be arrived at by suitable weighting of registered deaths. If the interval is between five and 10 years, cohort deaths for the first five years can be approximated as described above using the deaths registered in years $a$ and $a+5$. Cohort deaths over the period from $a+5$ to $a+t$, where $t$ is the length of the intercensal interval, are approximated by averaging the number of deaths recorded in years $a+5$ and $a+t$ belonging to the appropriate age groups and then weighting the averages according to the number of years between $a+5$ and $a+1$. Thus, letting

$$
\begin{equation*}
{ }_{s} \bar{D}_{x+s}=0.5\left[s D_{x}^{a}+5+{ }_{s} D_{x}^{a}+\xi\right] \tag{C.4}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j=a+5}^{a+t} D_{x, x+4}=w(t-5)_{5} \bar{D}_{x+5}+(t-5-w(t-5)) \bar{D}_{x+10} \tag{C.5}
\end{equation*}
$$

Values of $w(t-5)$ are shown in table 181.
If the intercensal interval is between 10 and 15 years, cohort deaths for the first 10 years can be obtained from equations (C.2) and (C.3). Cohort deaths for the exira period can then be obtained by using equations (C.4)
and (C.S) with $a+5$ substituted by $a+10, t-5$ by $t-10$; and $x+5$ and $x+10$ replaced by $x+10$ and $x+15$, respectively. The necessary weights can still be calculated from table 181 using as point of entry ( $t-10$ ) years.

Table 181. Weighting factors for approximation of COHORT Deaths for inteavals that are not muetiples of five

| monol | Werighang foctors |  |
| :---: | :---: | :---: |
| $\text { ( } 15$ | $\begin{gathered} (-5) \\ (2) \end{gathered}$ | $\underset{(13)}{\left.(1-5-)^{(1-5)}\right)}$ |
| J................................... | 0.9 | 0.1 |
| 2.,................................. | 1.6 | 0.4 |
| 3................................... | 2.1 | 0.9 |
| 4................................... | 2.4 | 1.6 |

Step 4(b): approximation of cohort deaths from a model life table. If no information is available about the age distribution of deaths over the intercensal period, model life tables can be used to fill the gap. The exact level of mortality is not critical, since the method will estimate the "completeness" of death registration; but because the age pattern of mortality is important, a model that adequately represents the pattern of mortality experienced by the population being studied and that roughly approximates its level should be chosen.

What is required as input is an estimate of the number of deaths occurring to an initial cohort during the intercensal period. The life-table $s L_{x}$ function can conveniently be used to synthesize the required number. If the intercensal period is five years in length, the number of deaths occurring to the cohort aged from $x$ to $x+4$ at the time of the first census is given by ${ }_{5} L_{x}-{ }_{5} L_{x+3}$; the proportion of the initial cohort dying during the period is given by $\left(s L_{x}-s L_{x+5}\right) / s L_{x}$. In general, for any intercensal interval $t$, the number of deaths occurring during the intercensal interval to the cohort aged from $x$ to $x+4$ at the first census can be estimated as

$$
\begin{equation*}
\sum_{j=a}^{a+i} D_{x, x+4}^{j}=\left(s N 1_{x}\right)\left(s L_{x}-s L_{x+1}\right) / s L_{x} \tag{C.6}
\end{equation*}
$$

where ${ }_{5} N 1_{x}$ is the population aged from $x$ to $x+4$ at the time of the first census (year a). If $t$ is not a multiple of five, $s L_{x+i}$ values cannot be read directly from the Coale-Demeny model life tables, though they can be. estimated from the tabulated values of $l(x)$ for adjacent ages that are multiples of five, as described in step 5 of subsection B.2(b), using the coefficients and equation given in table 172.

Step 5(a): calculation and plotting of population and dealh ratios for five-year cohorts. Working with five-year age groups, one can calculate the ratios of the cohort aged from $x$ to $x+4$ at the first census to its survivorst $t$ years later, ${ }_{5} N 1_{x} /{ }_{5} N 2_{x+1}$, and of the intercensal deaths of its members to its survivors $t$ years later,

$$
\sum_{j=a}^{a+t} D_{x, x+4}^{j} / s N 2_{x+i}
$$

These points can then be plotted. Typically, they will be very erratic, often to the extent that no linear trend can be plausibly associated with them. If an examination of their plot suggests that they do represent a line, its parameters may be estimated by using group means (see chapter V, subsection C.4). The slope can then serve as an adjustment factor for the recorded number of deaths, adjustment that will make them consistent with the coverage of the first census, while the intercept is an estimate of the coverage of the first census in relation to that of the second.

Step 5(b): calculation and plotting of population and death ratios for open-ended cohorts. Cohorts can also be defined in terms of open-ended age intervals, that is, as all those of aged $x$ and over at the time of the first census; and the ratios $N 1(x+) / N 2((x+t)+)$ and $\sum_{i=1}^{a+1} D_{x, \omega}^{j} / N 2((x+1)+)$ can be calculated for values of $j=0$
$x$ of $5,10,15$ and so on. Many of the irregularities observed in the five-year ratios will be smoothed out by this cumulation, and a group mean procedure (see chapter V, subsection C.4) can be used to fit a straight line to these points.

Step S(c): calculation and plotting of population and death ratios for truncated cohorts. It is often useful to exploit the advantages of cumulation without using information for the elderly, whose age-misreporting may be substantial. Therefore, initial cohorts aged between $x$ and 60 , or $x$ and 65, can be used for values of $x$ that are multiples of five. The use of truncated cumulation will have a substantial smoothing effect, but the slope of the resulting line may be highly sensitive to the upper age-limit chosen.

Step 6: interpretation of reswlts. Often, selective migration, age exaggeration and other reporting problems may distort the slope of the fitted line. In such cases, this method may not be very useful for mortality estimation purposes. The estimate of the intercept, on the other hand, appears to be more robust, so that the main value of this method lies in the assessment it provides of the relative coverage of successive censuses.

## 4. A detailed example

The method is applied to the case of Panama, 19601970, since some of the necessary calculations have already been made. The steps of the procedure are given below.

Step 1: adjustment for net intercensal migration and territorial coverage. As no basis exists for making the necessary adjustments, the basic population data used are those presented in table 173. Deaths do not require any adjustment either.

Step 2: grouping of data from the two censuses by cohort. This step has been fully described in subsection B.2(c); standard five-year age groups in both 1960 and 1970 are used to define cohorts, since the intercensal interval is approximately 10 years.

Slep 3: adjustment for length of the intercensal interval. As described in subsection B.2(c), the 1960 female popu-

Table 182. Female fopulation, 1960 and 1970; and registered deaths of females, 1960. 1965 and 1970; ay ace grour, Panama

| A8 (i) | Prunale cremmation |  | Refiterof dexty |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 1960^{n} \\ & (2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1970 \\ & \text { (3) } \end{aligned}$ | $\begin{aligned} & 1960 \\ & 14 \end{aligned}$ | $1965$ (5) | $\begin{array}{r} 1970 \\ \\ \hline 65 \end{array}$ |
| 0-4. | 88477 | 114017 | 1670 | 1497 | 1608 |
| 5-9 .............................. | 75242 | 106944 | 138 | 122 | 167 |
| 10-14 ............................ | 62509 | 85253 | 63 | 64 | 71 |
| 15-19 ............................ | 53468 | 73381 | 76 | 84 | 95 |
| 20-24 ............................ | 44826 | 63010 | 106 | 102 | 99 |
| 25-29 .............................. | 37149 | 50924 | 103 | 79 | 104 |
| 30-34 ............................. | 31609 | 40885 | 87 | 91 | 94 |
| 35-39 ............................ | 28216 | 36115 | 98 | 112 | 116 |
| 40-44 ............................. | 23550 | 29409 | 99 | 111 | 110 |
| 45-49 ............................ | 20253 | 25360 | 123 | 119 | 137 |
| 50-54 ............................. | 14801 | 21775 | 111 | 141 | 161 |
| S5-59 ............................. | 11787 | 17632 | 132 | 115 | 186 |
| 60-64 ............................ | 10101 | 13004 | 147 | 188 | 233 |
| 65-69 ............................ |  | 10061 | 152 | 174 | 268 |
| 70-74 ............................ | 18403 | 6690 | 184 | 239 | 270 |
| 75+............................. |  | 9873 | 513 | 742 | 913 |

- Adjusted to approximate an intercensal interval of 10 years.
lation was moved back from the actual census date, 11 December 1960 , to a date exactly 10 years before the 1970 census, 10 May 1960. Results are shown in column (2) of table 182.

Step 4(a): cumulation of cohort deaths from registration data. Registered deaths by age and sex are available for Panama for 1960, 1965 and 1970; and these data can be used to estimate intercensal deaths for each cohort. The numbers of female deaths for each year and age group are shown in table 182.

The approximate procedure for estimating cohort deaths is too crude to give reasonable results for the cohort aged $0-4$ in 1960, so the cohort aged $5-9$ is the starting-point. Deaths occurring over the first five years, from mid-1960 to mid-1965, to this cohort are estimated as

$$
\sum_{j=1960}^{1965} D_{5.9}=2.5\left[{ }_{5} D_{5}^{1960}+{ }_{5} D_{10}^{1965}\right]=2.5(138+64)=505 .
$$

Deaths for the cohort aged $5-9$ in 1960 over the second five years, from mid-1965 to mid-1970, are estimated as

$$
\begin{gathered}
\sum_{j=1965}^{1970} D_{5.9}=2.5\left[{ }_{5} D_{10}^{1965}+{ }_{5} D_{15}^{1970}\right]= \\
2.5(64+95)=397.5 .
\end{gathered}
$$

Cohort deaths for the 10 -year period are then obtained by summing the deaths during the two five-year periods:

$$
\begin{gathered}
\sum_{j=1960}^{1970} D_{5,9}^{j}=\sum_{j=1960}^{1965} D_{5,9}^{j}+\sum_{j=1965}^{1970} D_{5.9}^{j}= \\
505+397.5=902.5 .
\end{gathered}
$$

The results for each cohort are shown in table 183. The only age group that requires special treatment is the open-ended interval 65 and over. For the period 1960 1965 , all the annual deaths of persons over 70 belong to
this cohort, as do some of the deaths of persons aged 65-69. The total number of deaths of persons over 70 during the period 1960-1965 can be estimated by summing the deaths over age 70 in 1960 and 1965 and multiplying the sum by 2.5 :

$$
\begin{aligned}
\sum_{j=1960}^{1965}{ }_{\omega-70} D j_{70} & =2.5\left({ }_{\omega-70} D_{70}^{1960}+{ }_{\omega-70} D_{70}^{1965}\right) \\
& =2.5(184+513+239+742) \\
& =2.5(1,678)=4,195
\end{aligned}
$$

where, as usual, $\omega-70{ }^{D} j_{70}$ denotes the number of deaths occurring during year $j$ to persons aged 70 and over.

For age group 65-69, the average number of deaths per annum between 1960 and 1965 is estimated as $0.5(152+174)$, or 163 ; and since the cohort aged 65-69 in 1960 averaged 2.5 years of exposure to the risk of dying during the period 1960-1965, the deaths of persons aged $65-69$ belonging to that cohort are estimated as $2.5(163)=407.5$ during that period. Hence, the total

TABLE 183. ESTIMATED COHORT DEATHS, FEMALE POPULAFION. PANAMA, 1960-1970

| Comert eye govefose(I) | Nimber of cotior dhethe |  |  |
| :---: | :---: | :---: | :---: |
|  | 1940-4\%s (2) | $\begin{gathered} 765.1970 \\ \text { (3) } \end{gathered}$ | $\begin{gathered} 1960.19 \% 0 \\ (4) \end{gathered}$ |
| 5-9. | 505.0 | 397.5 | 902.5 |
| 10-14.......... | 367.5 | 457.5 | 825.0 |
| 15-19.......... | 445.0 | 515.0 | 960.0 |
| 20-24.......... | 462.5 | 432.5 | 895.0 |
| 25-29.......... | 485.0 | 517.5 | 999.5 |
| 30-34.......... | 497.5 | 555.0 | 1052.5 |
| 35-39 .......... | 522.5 | 620.0 | 1142.5 |
| 40-44........., | 545.0 | 700.0 | 1245.0 |
| 45-49.......... | 660.0 | 817.5 | 1477.5 |
| 50-54.......... | 565.0 | 870.0 | 1435.0 |
| 55-59.......... | 800.0 | 1140.0 | 1940.0 |
| 60.64.......... | 802.5 | 1110.0 | 1912.5 |
| 65+........... | 4602.5 | 4773.8 | 9376.3 |

number of deaths during the period 1960-196S for the cohort aged 65 and over in 1960 is

$$
\sum_{j=1900}^{195} j D \psi_{s}+\sum_{j=1900}^{19 X_{0}}-x D \%_{0}=4,195+407.5=4,602.5
$$

Between 1965 and 1970, all the deaths at age 75 and over belong to the initial $65+$ cohort, as do a proportion of the deaths of persons aged 70-74. Deaths at age 75 and over are entimated as

$$
\begin{aligned}
\sum_{j=195}^{190}{ }_{\omega-75} D_{75} & =2.5\left({ }_{\nu}-75 D_{75}^{195}+{ }_{\omega-75} D_{73}^{1970}\right) \\
& =2.5(742+913)=4,137.5 .
\end{aligned}
$$

Deaths occurring to the cohort during the period 1965 1970 at ages $70-74$ can be estimated from the average annual number of deaths at these ages, $0.5(239+270)$, and the average exposure to risk, 2.5 years, giving $(2.5)(0.5)(239+270)=636.25$. Hence, the deaths occurring during the intercensal period to the cohort aged 65 and over at the beginning of it (1960) are

$$
\begin{aligned}
\sum_{j=1950}^{1970} D f_{5 . v} & =4,137.5+636.25+4,602.5 \\
& =9,376.25
\end{aligned}
$$

Step S(a): calculation and plotting of population and death notios for five-year cohorts. Ratios of the initial to the firal cohort size, N1/N2, and of cohort deaths to final cohort size, $D / N 2$, are calculated for each cohort.
 over porpulation, $D / N 2$, for valume types of eaberts

(c) Cohorts aged from X to 64

WINE


Thus, for the cohort aged 5-9 in 1960,

$$
\begin{gathered}
{ }_{5} N 1_{5} /{ }_{s} N 2_{15}=75,242 / 73,381=1.0254 \\
\sum_{j=1960}^{1970} D_{5,9} /{ }_{s} N 2_{15}=902.5 / 73,381=0.0123 .
\end{gathered}
$$

Values for all cohorts are shown in columns (2) and (3) of table 184 and are plotted in panel (a) of figure 23. The points show a fair amount of variability; and the straight line, fitted by group means, is heavily influenced by the last three points and does not approximate the others very well. The intercept, which estimates the coverage of the first census in relation to that of the second, is 1.0278 , suggesting that the 1960 census was some 3 per
cent more complete than the 1970 census. The slope, which estimates the coverage of the first census in relation to the completeness of death registration, is 1.0623, suggesting that death registration was some 6 per cent less complete than the enumeration of the 1960 population. These estimates are by no means unreasonable, but the estimate of the slope is sensitive to the fitting procedure used; for instance, if the line is fitted by using least squares (see chapter V, subsection C.4) the value of the intercept becomes 1.046, not very different from that obtained by group means; but the slope is 0.914 , a value totally different from that associated with the line fitted by using group means. Furthermore, the former value is rather implausible, because it implies that the coverage of deaths is more complete than that of the population.

TAALE 184. COHORT POMLLATHON RATIOS, N I/N2, AND RATIOS OF COHORT DEATHS OVER FOPULATION, $D / N 2$. FOR DIFFERENT TYPES OF COHORTS. PANAMA, 1960-1970

|  <br> (a) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \left.5^{N 1} x_{5}^{N}\right)^{N 2} x+60 \\ \end{gathered}$ | $\sum d_{x, x+4}{ }^{\prime} 5^{N 2} x+10$ | $\begin{gathered} N 1(x+1 / N 2(x+10)+1 \\ (0) \end{gathered}$ | $\left.\operatorname{Sol}_{x, 6} / \sin _{(3)}(x+10)+1\right)$ | $\begin{gathered} N 1(x, 64) / N 2(x+10,74) \\ (6) \end{gathered}$ | $\sum_{1} \sum_{(7)} / 2(2 x+10,74)$ |
| \$.............. | 1.0254 | 0.01230 | 1.0849 | 0.06069 | 1.0651 | 0.03525 |
| $10 . . . . . . . . . . . .$. | 0.9920 | 0.01309 | 1.0983 | 0.07163 | 1.0743 | 0.04060 |
| $15 . . . . . . . . . . . . . . ~$ | 1.0500 | 0.01885 | 1.1239 | 0.08572 | 1.0949 | 0.04749 |
| $20 . . . . . . . . . . . . .$. | 1.0964 | 0.02189 | 1.1418 | 0.30188 | 1,4063 | 0.05474 |
| $25 . . . . . . . . . . . . .$. | 1.0286 | 0.02768 | t.1527 | 0.12112 | 1.1088 | 0.06313 |
| $30 . . . . . . . . . . . . .$. | 1.0748 | 0.03579 | 1.1862 | 0.14634 | 1.1322 | 0.07347 |
| $35 . . . . . . . . . . . . .$. | 1.1126 | 0.04505 | 1.2176 | 0.17749 | 1.1501 | 0.08519 |
| $40 . . . . . . . . . . . .$. | 1.0815 | 0.05718 | 1.2513 | 0.21998 | 1.1638 | 0.09991 |
| $45 . . . . . . . . . . . . .$. | 1.1487 | 0.08380 | 1.3158 | 0.28189 | 1.2016 | 0.14276 |
| \$0.............. | 1.1382 | 0.11035 | 1.3902 | 0.37004 | 1.2330 | 0.17770 |
| $55 . . . . . . . . . . . . .$. | 1.1716 | 0.19282 | 1.5133 | 0.49687 | 1.3067 | 0.22999 |
| $60 . . . . . . . . . . . . .$. | 1.5099 | 0.28587 | 1.7209 | 0.68156 | 1.5099 | 0.28587 |
| 65 ............... | 1.8640 | 0.94969 | 1.8640 | 0.94969 | . | - |
| Parameters of straight lines firted by group means to all poins: |  |  |  |  |  |  |
| Intercept...... | ................. | 1.0278 |  |  |  |  |
| Stope........... | ................. | 1.0623 |  |  |  |  |

Step 5(b): calculation and plotting of population and death ratios for open-ended cohorts. The most convenient way to cumulate is to begin with the higher ages and work towards younger ones, beginning with the cohort aged 65 and over in 1960. In this case, the values of $N 1, N 2$ and $D$ are exactly the same as those obtained in step 4(a):

$$
\begin{gathered}
N 1(65+) / N 2(75+)=18,403 / 9,873=1.8640 \\
\sum_{j=1960}^{1970} D f_{5, \omega} / N 2(75+)=9,376.25 / 9,873=0.94969 .
\end{gathered}
$$

For the initial cohort aged 60 and over,

$$
\begin{gathered}
N 1(60+) / N 2(70+)=(18,403+10,101) /(9,873+ \\
6,690)=1.7209 \\
\sum_{j=1960}^{1970} D 60, w / N 2(70+)=(9,376.25+1,912.5) / \\
(9,873+6,690)=0.68156 .
\end{gathered}
$$

The calculations continue in the same way, adding a
new age group to the previous sums at each step, until the youngest cohort, aged 5-9 in 1960, has been added in. Columns (4) and (5) of table 184 show the ratios obtained, which are plotted in panel (b) of figure 23.

The linearity of the points has been greatly improved by the cumulation, and the straight line fits the observations quite closely. However, the parameters of the line-an intercept of 1.0409 and a slope of $0.9399-$ imply a similar enumeration coverage differential between the 1960 and 1970 censuses as that obtained in step 5(a), but a quite different coverage of death registration, which is now estimated to overrecord deaths, in relation to the 1960 census, by some 6 per cent.

Step 5(c): calculation and plotting of poppulation and death ratios for truncated cohorts. Cumulations similar to those carried out in step 5(b) can also be made so that the age groups considered are not entirely open-ended, but rather exclude the last one or two age groups. Such truncated cumulation can be useful if there is reason to suppose that special types of errors affect the oldest age groups. Estimates of completeness of death registration will then refer to registered adult deaths excluding both those at young ages and those at old ages.

The cumulations are carried out as before. However, they begin not with the last, open-ended cohort, but with the oldest cohort that one intends to include in the calculations. In this case, the cohort aged $60-64$ in 1960 was chosen as the upper limit. For this cohort, the ratios required are the same as those calculated in step $5(\mathrm{a})$, in which ratios were calculated for individual five-year age cohorts. Thus,

$$
\begin{aligned}
& N 1(60,64) / N 2(70,74)=10,101 / 6,690=1.5099 \\
& \sum_{j=1960}^{1970} D_{60,64}^{j} / N 2(70,74)=1,912.5 / 6,690=0.28587 .
\end{aligned}
$$

For the cohort aged 55-64 in 1960,

$$
\begin{gathered}
N 1(55,64) / N 2(65,74)=(10,101+11,787) / \\
(6,690+10,061)=1.3067 \\
\sum_{j=1960}^{1970} D f_{s, 64} / N 2(65,74)=(1,912.5+ \\
1,940.0) /(6,690+10,061)=0.22999 .
\end{gathered}
$$

The cumulations continue downward with age, adding the next younger age group each time, until age group $5-9$, the youngest to be used, has been included. The resulting ratios are shown in columns (6) and (7) of table 184 and are plotted in panel (c) of figure 23.

The plot shows that the degree of linearity of the points is somewhere between that in the fully cumulated case and that in which no cumulation was used. The intercept of the fitted line is similar to those obtained earlier; but the slope is once more quite different, indicating that registered deaths in the approximate age range from 10 to 70 are only about 72 per cent complete with respect to the 1960 census coverage.

## D. Estimation of a post-childhood life table FROM AN AGE DISTRIBUTION AND INTERCENSAL growth rates

## 1. Basis of method and its rationale

Traditional intercensal survival techniques are greatly complicated by intercensal intervals that are not exact numbers of years in length or are not multiples of five. Furthermore, the application of the method described in subsection B.4, which uses cumulation to reduce the impact of age-reporting errors, is very time-consuming since it involves the projection of an initial population using different mortality levels.

Preston and Bennett ${ }^{4}$ propose a different method to estimate adult mortality during the intercensal period from the age distributions produced by two consecutive censuses. The application of the method proposed is simple whatever the length of the intercensal period, and

[^91]it is not very sensitive to certain types of agemisreporting, particularly heaping. It is also innovative, because it uses the two census age distributions to estimate age-specific growth rates (rather than cohort survivorship probabilities) and then uses these growth rates to transform the observed population age structure into the equivalent of a stationary-population (life-table) ${ }_{s} \boldsymbol{L}_{x}$ function.

Bennett and Horiuchi' ${ }^{5}$ show that in any closed population, at a particular time $t$, the number of persons aged $y, N(y)$, is equal to the number of persons aged $x, N(x)$, multiplied by the probability of surviving from age $x$ to age $y, I(y) / l(x)$ measured at time $t$, and by an exponential factor involving the integral of the population growth rates also at time $t$ between ages $x$ and $y$. Thus,

$$
\begin{equation*}
N(y)=N(x)[(y) / l(x)] \exp \left(-\int_{x}^{y} r(u) d u\right), \tag{D.1}
\end{equation*}
$$

which can be regarded as being equivalent to a stable population relationship, except for the replacement of the exponential of the stable growth rate times the number of years between $x$ and $y$, expl $-(y-x)$ ], by the exponential of the integral of the variable growth rates between $x$ and $y, \exp \left[-\int_{x}^{y} r(u) d u\right]$.

If $N(x), N(y)$ and the set of $r(u)$ values for $u$ between $x$ and $y$ are all known, then the period survivorship probability, $I(y) / /(x)$, can be estimated from equation (D.1). However, in order to introduce a certain amount of smoothing, Preston and Bennett propose the estimation of the expectation of life at each age $x$, using extensive cumulation both of the reported population and of the observed age-specific growth rates.

In discrete terms, using five-year age groups, the basic equation proposed by Preston and Bennett is

$$
\begin{equation*}
e_{x}=\frac{\sum_{y=x}^{\omega}{ }_{s} N_{y} \exp \left[5.0 \sum_{n=x}^{y-5} s r_{n}+2.5 s r_{y}\right]}{N(x)} \tag{D.2}
\end{equation*}
$$

where $N(x)$, the number of people aged $x$, is estimated as

$$
\begin{equation*}
N(x)=\frac{s N_{x-s} \exp \left[-2.5 s r_{x-s}\right]+s N_{x} \exp \left[2.5 s r_{x}\right]}{10} \tag{D.3}
\end{equation*}
$$

The advantages of this method are: (a) its application is relatively simple even in cases where the intercensal period does not have a convenient length; (b) it makes no assumptions concerning stability; (c) it introduces an clement of cumulation, thus limiting the effects of age errors, and (d) the use of growth rates eliminates the effects of age errors for which the pattern is the same at

[^92]both censuses. The estimates yielded by this procedure are probably as reliable as those obtained from any of the intercensal techniques available, and its simplicity of application makes it extremely attractive.

## 2. Data required

The data required for this method are listed below:
(a) Two census enumerations with populations classified by the same age groups (and sex), separated by an intercensal interval which should not exceed 20 years;
(b) Sufficient information to adjust one census or the other for net intercensal migration and territorial coverage, if necessary.

## 3. Computational procedure

The steps of the computational procedure are described below.

Sep 1: adjustment for net intercensal migration and territorial coverage. See step 1 in subsection B.2(b).

Step 2: calculation of age-specific intercensal growth rates. The rate of growth of the population in each fiveyear age group from the first to the second census is calculated as

$$
\begin{equation*}
s r_{x}=\left[\ln \left(s N 2_{x}\right)-\ln \left(s N 1_{x}\right]\right) / t \tag{D.4}
\end{equation*}
$$

where $s r_{x}$ denotes the intercensal growth rate of the population of the age group from $x$ to $x+4 ;, \int N 2_{x}$ is the population aged from $x$ to $x+4$ at the second census; $s N 1_{x}$ is the population aged from $x$ to $x+4$ at the first census; and $t$ is the length of the intercensal interval in years (with a decimal portion if necessary). Both age distributions must share the same open interval, $A+$. The value of $A$ should be set as high as the two age distributions permit, since age exaggeration is a less severe problem with this method than with the death distribution methods described in chapter $\mathbf{V}$.

Slep 3: calculation of average intercensal age distribution. Equation (D.2) requires the use of an average intercensal age distribution, $s N_{x}$. An adequate approximation to this age distribution can be obtained by simply averaging the initial and final populations of each age group. Thus,

$$
\begin{equation*}
{ }_{s} N_{x}=0.5\left({ }_{s} N 1_{x}+{ }_{s} N 2_{x}\right) . \tag{D.5}
\end{equation*}
$$

Step 4: cumulation of age-specific growth rates from age 5 upward. The calculation of the growth rate "inflator" appearing in equation (D.2) requires the summation of the age-specific growth rates, $s r_{x}$, calculated in step 2. It is normally convenient to begin the cumulation process with age 5 and continue upward.

The only difficulty involved in the cumulation is the treatment of the inflation factor associated with the open age interval, $A+$. Although the relative importance of the open interval is much less in this case than in the conceptually similar death distribution techniques discussed in chapter $V$, because in the calculation of expec-
tations of life the open interval is always present, it is sound practice to minimize the influence of biases due entirely to the weight it may be assigned in the inflation factor. For this reason, a special procedure is suggested to deal with the open interval.
If $R(x)$ is used to denote the inflation factor for the age group from $x$ to $x+4$, then, according to equation (D.2),

$$
\begin{equation*}
R(x)=2.5 s r_{x}+5.0 \sum_{y=5}^{x-5} s r_{y} \tag{D.6}
\end{equation*}
$$

for $x=10,15, \ldots, A-5$. In the case of $x=5$, (D.6) becomes

$$
\begin{equation*}
R(5)=2.5 \mathrm{~s}_{\mathrm{s}} \tag{D.7}
\end{equation*}
$$

and for $x=A, R(A)=\rho(A)+5.0 \sum_{y=5}^{A-5} s r_{y}$
where $\rho(A)$ is calculated by using an equation derived from simulated stable populations and whose form is

$$
\begin{gather*}
\rho(A)=a(A)+b(A) r(10+)+c(A) \ln (N(45+) / \\
N(10+)) \tag{D.9}
\end{gather*}
$$

where $r(10+)$ is the growth rate of the population over age 10 , that is,

$$
\begin{equation*}
r(10+)=\ln [N 2(10+) / N 1(10+)] / t ; \tag{D.10}
\end{equation*}
$$

$N(10+)$ and $N(45+)$ are the mid-period populations aged 10 and over, and 45 and over, respectively, and estimated as

$$
N(10+)=0.5(N 1(10+)+N 2(10+))
$$

and.

$$
\begin{equation*}
N(45+)=0.5(N 1(45+)+N 2(45+)) ; \tag{D.11}
\end{equation*}
$$

and $a(A), b(A)$ and $c(A)$ are constant coefficients depending upon the actual value of $A$. Their values are shown in table 185.

Tadle 185. CoEfficients for estimation of the equivalent GROWTH RATE OVER AGE $A, \rho(A)$, FROM THE GROWTH RATE OVER ACE 10 and the ratio of the fopulation over age 45 to the populaTHON OVER AGE 10

|  | Conficionts |  |  |
| :---: | :---: | :---: | :---: |
| A尔A | (12) | $\begin{aligned} & \text { (y) } \\ & (3) \end{aligned}$ | (14) |
| 45. | 0.229 | 20.43 | 0.258 |
| 50............................ | 0.205 | 18.28 | 0.235 |
| 55............................. | 0.179 | 16.02 | 0.207 |
| 60............................ | 0.150 | 13.66 | 0.176 |
| 65............................. | 0.119 | 11.22 | 0.141 |
| 70............................ | 0.086 | 8.77 | 0.102 |
| 75............................ | 0.053 | 6.40 | 0.063 |
| 80............................ | 0.025 | 4.30 | 0.029 |
| 85............................. | 0.006 | 2.68 | 0.006 |
| Estimation equation:$p(A)=a(A)+b(A) r(10+)+c(A) \ln (N(45+) / N(10+))$ |  |  |  |

Slep S: reduction of age distribution to a stationary form. The average intercensal age distribution obtained in step 3 is converted into a stationary population by multiplying each value ${ }_{5} N_{x}$ by the exponential of $R(x)$. The results can be regarded as "pseudo"s $L_{x}$ * values, analogous to the values of $L_{x}$ in the usual life table. However, the life-table radix corresponding to the pseudo ${ }_{3} L_{x}$ * values is not known. Therefore, in general, the pseudo s $L_{x}$ * values cannot be manipulated as can normal $L_{x}$ values.

Recapitulating, the estimation of the $s L_{x} *$ values is carried out according to the following equations:

$$
\begin{equation*}
{ }_{s} L_{x}^{*}={ }_{s} N_{x} \exp (R(x)) \tag{D.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega-A L_{A} *={ }_{\omega-A} N_{A} \exp (R(A)) . \tag{D.I3}
\end{equation*}
$$

It should be noted that the sequence of $L_{x}{ }^{*}$ values obtained in this way is likely to be more erratic than one derived from a set of s $q_{x}$ values calculated on the basis of observed central mortality rates. In some instances, the estimated ${ }_{5} L_{x}$ * values may even increase with age. Errors in the age distributions used as input are usually the cause of this erratic behaviour. It is in order to minimize the effects of such errors and also to generate a measure that is comparable with those usually found in other sources that the pseudo ${ }_{s} L_{x}$ * values are converted into expectation of life in the manner described below.

Slep 6: calculation of expectation of life. The expectation of life at age $x, e_{x}$, is calculated by cumulating the pseudo ${ }_{5} L_{x} *$ values obtained in the previous step and dividing the sum by an estimate of $l(x)$, the number of survivors to exact age $x$ in the life table. An adequate estimate of $l(x)$ can be obtained as

$$
\begin{equation*}
l^{*}(x)=\left(5 L_{x}^{*}-5-5 L_{x}^{*}\right) / 10.0 \tag{D.14}
\end{equation*}
$$

where the * has been added to remind the reader that these are also pseudo $l^{*}(x)$ values with unknown radix. Then, letting $T_{x}^{*}$ be the number of person-years lived above age $x$, its value is calculated as

$$
\begin{equation*}
T_{x}=\sum_{y=x}^{A-5} s_{y} L_{w-A} L_{A}^{*}, \tag{D.15}
\end{equation*}
$$

so by combining equations (D.14) and (D.15), $e_{x}$ can be estimated as

$$
\begin{equation*}
e_{x}=10.0\left(T_{x}^{*}\right) /\left(s L_{x-s^{*}}-s L_{x}^{*}\right) . \tag{D.16}
\end{equation*}
$$

Once the life expectancy figures have been calculated, usually for $x$ ranging from 10 to 50 , the levels they imply in a model life-table system can be found, and a final estimate of mortality can be obtained by averaging the most reliable estimates of mortality level (those left after discarding any clearly unsuitable values). In practice, the mortality estimates for values of $x$ up to age 30 or so are reasonably consistent, but after age 30 or 35
they often show progressively lower mortality as age $x$ increases. The best estimate of overall mortality may therefore be an average of the levels associated with $e_{x}$ for $x$ ranging from 10 to 30 , though this conclusion implies that the results will not be a useful basis for the selection of an age pattern of mortality, nor will they be good indicators of the necessity of adjustment when errors in the growth rates arise because of changes in enumeration completeness.

## 4. A detailed example: Panama, 1960-1970

The case of Panama between 1960 and 1970 is used to illustrate the application of this method, so it will be possible to compare its results with those obtained above through the application of the intercensal-survival techniques.
The basic data are shown in columns (2) and (4) of table 173, but for the sake of completeness, they are reproduced in columns (2) and (3) of table 186. Note that when using this method there is no need to adjust for intercensal intervals that are not round numbers of years; therefore, the populations just as enumerated in 1960 and 1970 can be used.

The computational procedure for this example is given below.
Step 1: adjustment for net intercensal migration and territorial coverage. As described in step 1 of subsection B.2(c), no adjustments are carried out in this case.

Step 2: calculation of age-specific intercensal growth rates. The interval between the 1960 and 1970 censuses was 9.41 years (see subsection B.2(c)). The growth rate for each age group is therefore calculated by dividing the difference between the natural logarithms of the final and initial populations of each age group by 9.41 . Thus, for the population of age group 5-9,

$$
\begin{aligned}
s_{s} & =\left[\ln \left({ }_{s} N 2_{s}\right)-\ln \left(s N 1_{s}\right)\right] / 9.41 \\
& =(11.5801-11.2463) / 9.41=0.03547 .
\end{aligned}
$$

Results are shown in column (4) of table 186.
Step 3: calculation of average intercensal age distribution. An average age distribution for the intercensal period is obtained simply by calculating the arithmetic means of the initial and final populations of each age group. Thus for age group 5-9,

$$
\begin{gathered}
{ }_{S} N_{5}=0.5\left({ }_{5} N 1_{S}+{ }_{S} N 2_{5}\right)=0.5(76,598+ \\
106,944)=91,771 .
\end{gathered}
$$

Full results are shown in column (5) of table 186.
Step 4: cumulation of age-specific growth rates from age 5 upward. Cumulated age-specific growth rates are required to estimate ${ }_{s} L_{x}$ for all values of $x$ from 5 upward. The average population aged $5-9$ years, ${ }_{5} N_{5}$, needs to be inflated by 2.5 years of growth at the agespecific growth rate for the 5-9 age group, namely, srs. The average population aged $10-14$ years, ${ }_{5} N_{10}$, needs to be inflated by five years of growth at the age-specific rate for the 5-9 age group, s $r_{5}$, plus 2.5 years of growth at the

Tanle 186. Estimation of intercensal mortality for females, usino intercensal orowth mates. Panama, 1960-1970.

| $\begin{gathered} \text { A" } \\ x, E+4 \\ \text { al } \\ \hline \end{gathered}$ |  |  |  | $\begin{aligned} & \text { Anver } \\ & \text { Prymish } \\ & \text { (s) } \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | $\begin{gathered} \text { Menert } \\ \text { Mes } \\ \text { (a) } \\ \text { (a) } \end{gathered}$ |  |  |  |
|  | $1960$ (2) | $\begin{aligned} & 1970 \\ & \text { (3) } \end{aligned}$ |  |  |  |  |  |  |  |
|  | 90071 | 114017 | 0.02505 | 102044 | - | - | - | - | . | $\cdots$ |
| 5................................ | 76598 | 106944 | 0.03547 | 91771 | 0.08868 | $10028]$ | - | - | * | - |
| 10............................... | 63635 | 85253 | 0.03108 | 74444 | 0.25505 | 96072 | 19635 | 1123232 | 57.21 | 16.9 |
| 15................................ | 54431 | 73381 | 0.03175 | 63906 | 0.41213 | 96500 | 19257 | 1027160 | 53,34 | 17.4 |
| 20............................... | 45634 | 63010 | 0.03429 | 54322 | 0.57723 | 96753 | 19325 | 930660 | 48.16 | 16.8 |
| 25............................... | 37818 | 50924 | 0.03162 | 44371 | 0.74200 | 93185 | 18994 | 833907 | 43.90 | 16.7 |
| 30............................... | 32179 | 40885 | 0.02545 | 36532 | 0.88468 | 88488 | 18167 | 740722 | 40.77 | 17.8 |
| 35............................... | 28724 | 36115 | 0.02433 | 32420 | 1.00913 | 88935 | 17742 | 652234 | 36.76 | 18.1 |
| 49............................... | 23974 | 29409 | 0.02171 | 26692 | I. 12423 | 82154 | 17109 | 563299 | 32.92 | 18.6 |
| 45............................... | 20618 | 25360 | 0.02200 | 22989 | t. 23350 | 78926 | 16108 | 481145 | 29.87 | 20.3 |
| 50............................... | 15068 | 21775 | 0.03913 | 18422 | 1.38633 | 73691 | I5 262 | 402219 | 26.35 | 21.3 |
| SS................................ | 11999 | 17632 | 0.04090 | 14836 | 1.58640 | 72393 | 14608 | 328528 | . | . |
| 60............................... | 10283 | 13004 | 0.02495 | 11644 | 1.75103 | 67076 | 13947 | 256135 | - | - |
| 65................................ | 6737 | 10061 | 0.04262 | 8399 | 1.91995 | 57286 | 12436 | 189059 | - | - |
| 70............................... | 5242 | 6690 | 0.02592 | $5 \% 6$ | 2.09130 | 48297 | 10558 | 131773 | - | - |
| 75+,........................... | 6756 | 9873 | - | 8315 | 2.30650 | 83476 | - | 83476 | - | - |

rate for the 10-14 group, sf 10 . Values of $R(x)$ are therefore found by successive cumulation of the age-specific rates following equations (D.6) and (D.7). For age group 5-9,

$$
R(5)=2.5(s / s)=0.08868
$$

For age group 10-14,

$$
R(10)=2.5\left(s r_{10}\right)+5.0\left(s r_{5}\right)=0.25505 .
$$

For age group 20-24,

$$
R(20)=2.5\left({ }_{s} r_{20}\right)+5.0\left(s r_{s}+g r_{10}+g r_{15}\right)=0.57723 .
$$

To calculate $\boldsymbol{R}(A)$, the inflation factor corresponding to the open-ended interval, equation (D.8) is used in conjunction with equation (D.9) to estimate $\rho(A)$. The latter uses as inputs the values of $r(10+), N(10+)$ and $N(45+)$. The symbol $r(10+)$ is the growth rate of the population 10 and over during the intercensal period, and it is calculated as any other growth rate, as is illustrated below:

$$
\begin{aligned}
r(10+) & =\ln (N 2(10+) / N 1(10+)) / t \\
& =\ln (483,372 / 363,098) / 9.41 \\
& =0.2861 / 9.41 \\
& =0.0304
\end{aligned}
$$

The values of $N(10+)$ and $N(45+)$ are found by cumulating the necessary entries in column (5) of table 186. In the case of $N(45+)$, one begins with ${ }_{5} N_{45}$ and continues until $N(75+)$. For $N(10+)$, the starting-point is ${ }_{5} N_{10}$. The resulting values are $N(10+)=423,238$ and $\boldsymbol{N}(45+)=90,551$. Hence,
$\rho(75)=a(75)+b(75) r(10+)+c(75) \ln (N(45+) / N(10+))$

$$
\begin{aligned}
& =0.053+6.40(0.0304)+0.063 \ln (90,551 / 423,238) \\
& =0.1504
\end{aligned}
$$

and

$$
\begin{aligned}
R(75) & =\rho(75)+5.0 \sum_{y=5}^{70} s r_{y} \\
& =0.1504+2.1561 \\
& =2.3065 .
\end{aligned}
$$

The complete set of $\boldsymbol{R}(x)$ values is shown in column (6) of table 186.

Step 5: rectuction of age distribution to a stationary form. Values of s $L_{x}{ }^{*}$ are now obtained for each $x$ by multiplying the average population of the age group, ${ }_{s} N_{x}$, by $\exp [\boldsymbol{R}(x)]$. Thus, for age group 5-9,

$$
s_{s} L_{s}=(91,771) \exp (0.08868)=100,281
$$

and for age group 45-49,

$$
{ }_{s} L_{45} *=(22,989) \exp (1.23350)=78,926
$$

The open interval is treated in just the same way, remembering that the result is an estimate of ${ }_{\omega-A} L_{A}{ }^{*}$, or $T_{A}{ }^{*}$. Full results are shown in column (7) of table 186.

Step 6: calculation of expectation of life. The expectation of life at age $x, e_{x}$, is equal to the person-years lived from age $x$ onward, $T_{x}{ }^{*}$, divided by the number of survivors to age $x, l^{+}(x)$. The value of $l^{*}(x)$ can be estimated with sufficient accuracy by averaging adjacent values of person-years lived, that is, $\Sigma_{x-5} L^{*}$ and ${ }_{5} L_{x} *$. Thus, for age 10,

$$
\begin{aligned}
I^{*}(10) & =\left(s L_{s}^{*}+{ }_{s} L_{10}{ }^{*}\right) / 10.0 \\
& =(100,281+96,072) / 10.0=19,635 .
\end{aligned}
$$

Note that because 5 is the lowest value of $x$ meed in the calculations and no value of $s_{0}{ }^{*}$ is obtained, $I^{*}(10)$ is the younget population that can be calculated. It may be noted in peasing that no value of $\Sigma_{0}{ }_{0}{ }^{*}$ is obtained because age group $0-4$ is generally severely distorted by omimion and age-misreporting. Similarly, the highest age for which an $l^{\prime}(x)$ value can be estimated is age $A-5$, since no value is available for s $L_{A}{ }^{*}$. Column (8) of table 186 shows the range of $l^{*}(x)$ values.

The $f_{x}{ }^{*}$ column is calculated by cumulating from age $A$ downward the succesive, $L_{x}{ }^{*}$ values. Thus, for 75,

$$
T_{75}^{*}=-15 L_{75}^{*}=83,476
$$

and for 50 ,

$$
T_{50}{ }^{*}=T_{5 s}{ }^{*}+{ }_{s} L_{50}{ }^{*}=328,528+73,691=402,219 .
$$

Full results are shown in column (9) of table 186.
The expectation of life at each age $x$ from 10 to 50 is then calculated by dividing each $T_{x}{ }^{*}$ by the corresponding $l^{*}(x)$. Thus, for $x=10$,

$$
e_{10}=T_{10}{ }^{*} / l^{*}(10)=1,123,232 / 19,635=57.21,
$$

whereas for $\boldsymbol{x}=\mathbf{5 0}$,

$$
e_{50}=T_{50^{*} / 1}{ }^{*}(50)=402,219 / 15,262=26.35 .
$$

The figures for expectation of life shown in column
(10) of table 186 can be compared with those of a model life-table system. Given the assumption made earlier that the West family provides the best fit to the age pattern of mortality in Panama, the West mortality level implied by each female $e_{x}$ in column (10) has been found by interpolation, the results being shown in column (11).
It will be noticed that the first five values, for the age range from 10 to 30, are more or less consistent, the average level being 17.1. Above age 25, however, the mortality levels rise steadily with age, no doubt as a result of age exaggeration. It is interesting to compare the results obtained by this method with those obtained by the projection technique using cumulated values and deacribed in subsection B.4(d). The similarities between the mortality estimates given in column (11) of table 186 and those in column (16) of table 180 are striking. In the latter case, as in the former, a series of five approximately consistent estimates of mortality level, averaging a level of 17.4 instead of 17.1, is followed by a pronounced upward trend in level with age. The present technique may be preferred on two grounds, the first being its simplicity of application and the second that it does not have the drawback of giving different results according to the direction, forward or backward, in which the projection is performed. It must be pointed out, however, that the estimated adult mortality level of 17.1, which is the best available from table 186, is to some extent distorted by the age exaggeration detected, since it inflates the $T_{x}$ values at all ages.
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## Annex I

## THE SINGULATE MEAN AGE AT MARRIAGE

## A. BACKGROUND OF METHOD

The singulate mean age at marriage, SMAM, is the mean age at first marriage among those who ever marry (or, in practice, among those who marry by some predefined age-limit). It is computed from the proportions who are single, that is, never married, in each age group. ${ }^{4}$ Since the most frequently considered age groups are five years in length, the process of calculating the singulate mean age at marriage is described for data classified by such age groups. It is assumed here that no first marriages occur after age 50 or before age 15 , though the generalization of the procedure described below to the use of other age limits is straightforward.
B. Basic calculations to ogtain the singulate mean age ar marriage
I. Data required

The following data are required for this procedure:
(a) The population aged $\$ 5.54$ classified by age (five-year age group) and by sex:
(b) The never-married population aged $15-54$ classified by age (five-year age group) and sex.

## 2. Computational procedure

The steps of the computational procedure are given below.
Step 1: calculation of proportions single for a given sex. Divide the number of single in each age group by the total population in the same age group. The resulting proportion for the age group from $5 i+10$ to $5 i+14$ is denoted by $U(i)$, with $i$ usually ranging from 1 to 8.

Step 2: calculation of person-years lived in the single state. Add the proportions single in each age group up to and including that for the age group $45-49(i=7)$ and multiply the sum by five. The resuling quantity is denoted by $R S_{1}$. Let $R S_{2}=R S_{1}+15.0$. The quantity 15.0 is the number of person-years lived in the single state from birth to age 15 by the hypothetical cohort of size one being considered. If the lower limit at which marriage takes place is changed to some other age $x$, the $x$ should be substituted for is and the calculation of $R S_{1}$ should inctude all age grotips from $x$ to $x+4$ (when $x$ is a multipie of five) to 45-49.

Tohn Hajnal, "Age at marriage and proportions marrying", Popwintion Studies, vol. VII, No. 2 (November 1953), pp. 111-136.

Slep 3: estimation of proportion who ever marry. The proportion remaining single at age 50 is estimated as

$$
\begin{equation*}
R N=\{U\langle 7)+U(8)\rangle / 2.0 \tag{B.1}
\end{equation*}
$$

where $U(7)$ is the proportion single (never married) among those aged 45-49; and $U(8)$ is the equivalent proportion among those aged $50-54$. Once the proportion remaining single at age 50 is estimated, the proportion ever marrying by that age, $R M$, is cleaily just its complement, that is,

$$
\begin{equation*}
R M=1.0-R N . \tag{B.2}
\end{equation*}
$$

Srep 4: calculation of momber of person-years fived by the proporsion not marying. Since RN is estimated to be the proportion who have nol married by age 50 , the total time spent in the single state by this proportion is

$$
\begin{equation*}
R S_{3}=50.0 \mathrm{RN} \tag{B.3}
\end{equation*}
$$

Step S: calculation of singulate mean age at marriage. Lasily, the value of SMAM is catculated as follows:

$$
\begin{equation*}
S M A M=\left(R S_{2}-R S_{3}\right) / R M \tag{B.4}
\end{equation*}
$$

That is, the value of SMAM as calculated here is the average number of years spent in the single state by those who matry before age 50 . It should be poted that although, strictly, this value refers only to the persons who marry by age 50, in most applications it is handled as if it referred to the totality of the ever-married population. Two facts justify this practice: first, in most populations the incidence of first marriages atter age 50 is very small; and secondly, in populations with deficient data it is not uncommon to find that after age 50 (and sometimes even after age 45) the proportions single increase as age increases, implying that otder cohorts were subject to lower firstmarriage rates than were younger groups. Because such a trend is fainly unlikety, the observed increases are usualify attributed to reporting errors. Under such conditions, it would be unwise to incorporate the data for older cohorts in the calculation of SMAM.
3. Detailed example

The data given in table 187 were collected during the National

Table 187. Population by age group. sex and makjtal status, Panama, 1976

|  | Mand |  |  |  | Fumane |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | sinde | Enar <br> (3) | $\begin{gathered} \text { Untanown } \\ (0) \end{gathered}$ | Tocel <br> (3) | $5$ | $\underset{\text { Ener }}{\text { (7) }}$ | $\begin{gathered} \text { Untonm } \\ \text { (0) } \end{gathered}$ | The |
| 15-19 ....... | 2678 | 69 | 5 | 2752 | 2171 | 509 | 15 | 2695 |
| 20-24....... | 1331 | 585 | 24 | 1940 | 806 | 1251 | 38 | 2095 |
| 25-29 ....... | 556 | 1 151 | 62 | 1769 | 288 | 1503 | 37 | 1828 |
| 30-34 ....... | 256 | 1231 | 89 | 1576 | 146 | 1414 | 44 | 1604 |
| 35-39 ........ | 158 | 1108 | 90 | 1356 | 82 | 1223 | 57 | 1362 |
| 40-44....... | 96 | 919 | 110 | 1125 | 35 | 1043 | 50 | 1128 |
| 45-49....... | 76 | 775 | 120 | 971 | 41 | 832 | 67 | 930 |
| 50-54 ........ | 43 | 644 | 107 | 794 | 22 | 660 | 52 | 734 |

Demographic Survey in Panama in 1976. They iltustrate some of the problems encountered when dealing with real data.
A quick examination of table 187 reveals that, especianly at ofder ages, the marital status of a substantial propertion of the persons interviewed is unknown. It is difficult to imagine a reason for this omission since a priori it would seem easy for a person to remember whether be or she had been married.
A possible source of misunderstanding may be that the term "ever married" was used in a broad sense to mean "having belonged to a stable union". Because in many countries, unions not legalized by marriage are socially unacceptable, a respondent in such a situation might tend to avoid acknowledging his or her "marital status". It then seems plausible to assume that most of the "unknowns" were. in fact, "ever married". The validity of this assumption is, however, impossibje to establish without recourse to further information. But if the data available are to be used in computing singulate mean ages at marriage for each sex, it is necessary to make some assumption about their true meaning. As suggested, one extreme assumption is to suppose that all the "unknowns" are ever married. Another, less extreme possibility is to assume that both the single and the ever-married persons within each age group have an equal probability of being classified as "unknown" (this assumption would be plausible if most of the unknowns were the result of random errors produced while processing the data). Under this assumption, the proportion single in each age group would remain the same if the unknowns were ignored as if they had declared their marial status properly.

Each of these assumptions ieads to a different way of computing the proportion single in each age group and to somewhat difierent estimates of the desired singuiate mean ages at marriage. The computational procedures and results are shown below.
(a) Calculation of singulate mean age at marriage ignoring those of unknown manital status
In the arst instance, the proportions single are calculated by ignoring the unknowns. The resulting proportions are shown in table 188 Then, using these proportions single, the singulate mean ages at marriage are computed as usual.

TABLE 188. PROPORTIONS SINGLE IGNORINO THOSE OF UNKNOWN marital status, Panama, 1976

| $\begin{aligned} & \text { Ag } \\ & \text { ar } \\ & \hline \end{aligned}$ | Proutue min |  |  |
| :---: | :---: | :---: | :---: |
|  | $\max _{(a)}$ | (3) |  |
| 15-19...... | 0.9749 | 0.8101 |  |
| 20-24................. | 0.6947 | 0.3918 |  |
| 25-29 .................. | 0.3257 | 0.1608 |  |
| 30-34................. | 0.1722 | 0.0936 |  |
| 35-39................. | 0.1248 | 0.0628 |  |
| 40-44.................. | 0.0946 | 0.0325 |  |
| 45-49................. | 0.0893 | 0.0470 | (0.0324) |
| 50-54 ................. | 0.0626 | 0.0323 |  |

## (i) Case I; males (unknowns ignoned)

The results of the main steps for case I are given beiow:

$$
\begin{aligned}
R S_{1} & =5.0(2.4762)=12.381 \\
R S_{2} & =R S_{1}+15.0=27.381 \\
R N & =(0.0893+0.0626) / 2.0=0.076 \\
R M & =0.924 \\
R S_{3} & =50.0 R N=3.798 \\
S M A M & =\left(R S_{2}-R S_{3}\right) / R M=25.52 .
\end{aligned}
$$

(ii) Case 2: fenales (unknowns ignored)

Note that the proportions single among females do not, as expected. decretse consistently as age increases. The proportion single al ages 45-49, for exsmple, is greater than that at ages 40-44. Inconsistencies
of this type are often due to changing marriage pattems, but the fact that the proportion single dectines at ages $50-54$ suggests that the relatively high value observed at ages $45-49$ may be due, at least in part, to misreporting of status rether than to true changes in the marriage pattems of the past.
Therefore, to calculate the singulate mean age of marriage in this case, the reported proportions single were adjusted by replacing the value of 0.0470 for age group 45-49 by the average of the two values adjacent to it, which bappen to be also the two smallest proportions single observed. Thus, it was assumed that the proportion single at ages $45-49$ was 0.0324 . Under this assumption, the singulate mean age at marriage is computed in the usual way. The results of the main steps are shown bejow:

$$
\begin{aligned}
R S_{1} & =5.0(1.584)=7.92 \\
R S_{2} & =7.92+(5.0=22.92 \\
R N & =(0.0324+0.0323) / 2.0=0.0324 \\
R M & =0.9677 \\
R S_{3} & =50.0(0.0324)=1.62 \\
S M A M & =\left(R S_{2}-R S_{3}\right) / R M=22.01 .
\end{aligned}
$$

It is interesting to note that the value of SMAM would have been 21.88 if the observed data, without adjustment, had been used, a value that is very similar to that obtained above.
(b) Calculation of singulate mean age at marriage assuming that those of unknown marital status are ever married
The values of SMAM are computed next by assuming that the "unknowns" belong, in fact, to the ever-married category. The proportions single obtained under this assumption are shown in table 189. The computations needed to arrive at the final value of SMAM are summarized in cases 3 and 4.
(i) Cave 3: males (unknowns considered to be ever married)

The results for case 3 are shown below:

$$
\begin{aligned}
R S_{2} & =5.0(2.416)+15.0=27.08 \\
R S_{3} & =50.0 \mid(0.0783+0.0542) / 2.0\}=50.0(0.0663)=3.3125 \\
S M A M & =\left(R S_{2}-R S_{3}\right) / 0.9337=25.45 .
\end{aligned}
$$

(ii) Case 4: females (unknowns considered to be ever married)

Once more, the inconsistency apparent in age group $45-49$ was corrected by replacing the reported proportion single, $U(7)(0.0441)$. by the average of those adjacent to it ( 0.0305 ). An outline of the calculations follows:

$$
\begin{aligned}
R S_{2} & =5.0(1.5605)+15.0=22.80 \\
R S_{3} & =50.0(0.0302)=1.51 \\
S M A M & =\left(R S_{2}-R S_{3}\right) / 0.9698=21.95 .
\end{aligned}
$$

Table 189. Paofortions single assuming that those of unknown makital status are ever married. Panama, 1976

|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Nata | Pander |  |
| 15-19.......... | 0.9731 | 0.8056 |  |
| 20-24................. | 0.6861 | 0.3847 |  |
| 25-29 .................. | 0.3143 | 0.1575 |  |
| 30-34................. | 0.1624 | 0.0910 |  |
| 35-39................. | 0.1165 | 0.0602 |  |
| 40-44................. | 0.0853 | 0.0310 |  |
| 45-49................. | 0.0783 | 0.0441 | (0.0305) |
| S0-54................. | 0.0542 | 0.0300 |  |

## (c) Cowments on the detailed example

The SMAM estimates obtained by assuming that all those of unknown maritel status were, in fact, ever married, are very similar to those obtained earlier by ignoring the respondents with unknown status. This similarity is due to the fact that the numbers of respondents of unknown marital status are a relatively small proportion both of the total population interviewed and of the total population whose meritak status was reported. Yel, event though the estimates yielded are similar, the question arises as to which set should be used if further analysis were to be undertaken. If no more information were available about the survey in question, it would be advisable not to make extreme assumptions, so that the SMAM estimates computed by ignoring the unknowns would be accepted as representative.

In this case, however, the exireme assumption turns out to be that nearer to the truth. Indeed, since the question in the survey was "On what date did you marry or form a union for the first lime?", and it was used to establish both marital status and the time elapsed since first union, all those who were unable to state the date of which their first marsiage or union began were classified as "unknown", a term that in this context means "of unknown marital duration" rather than "of unknown marital status".

This example illustrates very cleardy the following point: tabulations very often do not provide enough information about the data they display. In order to assess the irue meaning of those data, it is important to know how they were oblained and how they were processed before they become part of a given tabulation, Without this additional information, errors in the interpretation of the data are very likely.

## C. NEED TO CONSIDER HYPOTHETICAL COHORTS

The singulate mean age at marriage is a measure that logically should refer to the nuptiality experience of a birth cohort. Yet, in practice, date on nuptiality for birth cohorts are very rarely available. Usually, the data at hand refer to the proportions single observed in a population at one or two points in time. Because such propostions sefer to a cross-section of the population, it is conceivable that if nupliality patterns have been changing, the proportion single at age 30 . say, may be smaller than observed at age 40 , a situation that would never arise tmong members of the same birth cohort. Therefore, when there exist rapidly changing marriage patterns, the singulate mean age at marriage shouk not be calculated directly from the distribution by marital status and by age that is observed at a singie census or survey. The proportions single in a hypothetical cobort exposed to marriage rates between two surveys or censuses need to be calculated before the value of SMAM is computed.

## 1. Computational procedure

The basic steps in the caiculations are the same as those described before, except that the distribution of a hypothetical cohort by marital status has to be constructed before calculations of person-years lived are undertaken. Only those steps which are different from the steps described in subsection B. 2 are described below.

Sep 1: calculation of proportions single for two points in time separated by five or 10 veors. Proportions single are calculated for each age group ind time-point $j$ by dividing the single population by the total population in the age group, adjusted, if necessary, for non-response. The resulting proportions are denoted by $U(i, j)$.

Step 2: calculation of proportions single in a hypothetical cohorl exposed to intersurvey frst-marriage rates. Let the proportion single for age group $i$ of the bypothetical cohort be denoted by $U(i, s)$. Equations (C.1) and (C.2) are used to calculate the values of $U(i, s)$ when the intersurvey interval is five years in length, whereas equations (C.3). (C.4) and (C.5) are used when the intersurvey interval is 10 years in length. For age groups $20-24$ and above, $i=2, \ldots, 8$,

$$
\begin{equation*}
U(i, 5)=U(i-1.5) U(i .2) / U(i-1.1) \tag{C.1}
\end{equation*}
$$

For the age group 15-19. for which $i=1$.

$$
\begin{equation*}
U(1,5)=U(1,2) \tag{C.2}
\end{equation*}
$$

Note that in equation $(C .1)$ the values $U(i, 2)$ and $U(i-1,1)$ refer to the same birth cohort. so that their quotient is a form of "survival rate" in the single state for that cohort. When this survival rate is applied to the previous hypothetical value, $U(i-i, s)$, it transforms it in accordance with the observed change in the proportion single during the intersurvey period.

If the intersurvey period is 10 years in length instead of five, it is still possible to calculate the proportions single in a hypothetical cohort Now

$$
\begin{equation*}
U(i . s)=U(i-2 . s) U(i .2) / U(i-2.1) \tag{C.3}
\end{equation*}
$$

for values of $i$ ranging from 3 (age group 25-29) to 8 (age group 50-54). For $;$ equal to 1 and 2, that is, for age groups $15-19$ and $20.24, U(i, s)$ is calculated as the average proportion single at the time of the two censuses or surveys:

$$
\begin{equation*}
U(1, s)=0.5(U(1.1)+U(1.2)) \tag{C.4}
\end{equation*}
$$

and

$$
\begin{equation*}
U(2,5)=0.5(U(2,1)+U(2,2)) \tag{C.S}
\end{equation*}
$$

Sieps 3-6: calculation of singulate mean age at marriage from the proportions single in a hypothetical cohort. Once the proportions single, $U(i, s)$ have been calculated, the procedure to be followed in calculating the value of SMAM is exaclly the same as that described in steps $2-5$ of subsection B.2.

## 2. Firs desailed example

Table 190 shows data for the female population of Japan enumerated in $1955(j=1)$ and $1960(j=2)$. It illusirates how the data are used to estimate proportions single for a hypothetical cohort. Column (6) shows the resulting set of $U(i, s)$ vatues. In the steps out.

TABLE 190. FEmale frofortions single 1955 and 1960, and estimated proportions single IN A HYPOTHETICAL INTERSURVEY COHORT, JAPAN

| $\qquad$ | $\begin{gathered} \text { Inch } \\ \text { i) } \\ \hline \end{gathered}$ | Promerious dugle |  | Ratio of Proprinus ningle (ii. 2J/UK $-7,1)$ (5) | Proportion singte in hypormarical colors U(ti.s) (6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { fiss } \\ & \text { (3) } \end{aligned}$ | $\begin{aligned} & 1960 \\ & 14) \end{aligned}$ |  |  |
| 10-14....... | 0 | (1.000) ${ }^{\text {a }}$ | $(1.000)^{*}$ | - | - |
| 15-19........ | 1 | 0.983 | 0.987 | 0.987 | 0.987 |
| 20-24....... | 2 | 0.665 | 0.648 | 0.659 | 0.650 |
| 25-29 ......... | 3 | 0.206 | 0.212 | 0.319 | 0.208 |
| 30-34.......... | 4 | 0.079 | 0.096 | 0.466 | 0.097 |
| 35-39......... | 5 | 0.039 | 0.056 | 0.709 | 0.069 |
| 40-44.......... | 6 | 0.023 | 0.031 | 0.795 | 0.055 |
| 45-49........ | 7 | 0.017 | 0.019 | 0.826 | 0.045 |
| 50-54......... | 8 | 0.012 | 0.017 | 1.000 | 0.045 |

[^93]lined below, these values are used to estimate an average value of SWMM for the period 1955-1960.
Step I: calculation of proportions single for each census. Since in this case the values of $U(i, j)$ are already in the appropriate form in columns (3) and (4) of table 190, this step is unnecessary.
Slep 3: calculation of proportions single in a hypothetical cohort exposed $t 0$ insersioney firx-martiage nutes. In this example, the intersurvey period is tive years, so equations (C.1) and (C.2) are used in calculating $U(i, s)$. For age group $15-19$, for which $i=1$.
$$
U(1, s)=U(1,2)=0.987 .
$$

For subsequent age groups, each value of $U(i-1, s)$ is multiplied by the ratios $U(1,2) / U(1-1,1)$. Column (5) of table $\mathbf{t} 90$ shows the values of these ratios for each value of $i$. For example, for $i=2$.

$$
\begin{aligned}
U(2, s) & =U(1, s) U(2,2) / U(1,1) \\
& =U(1, s)(0.648 / 0.983) \\
& =(0.987)(0.659)=0.650 .
\end{aligned}
$$

Full results are shown in colvann (6) of table 190.
Step 3: catculation of person-years tived in the single state. The sum of the first seven values of $U(i, s)$ is 2.111 , so that

$$
R S_{2}=5.0(2.1 \mathrm{l})=10.555
$$

Note that the value of $U(8, s)$ for ages $50-54$ was not included in the sum. Then, the number of person-years desired is

$$
R S_{3}=15.0+R S_{2}=25.555
$$

Slep 4: calculation of proportion ever marying. The proportion remaining single is

$$
R N=(0.045+0.045) / 2.0=0.045
$$

Hence, the proportion ever marrying equals

$$
R M=1.0-0.045=0.955
$$

Srep 5: calculation of person-years lived by thase remaining single. These person-yenss are calculated as

$$
R S_{3}=50.0 R N=50.0(0.045)=2.25
$$

Slep 6: calculation of singulate mean age at marriage. The value of SMAM is calculated as

$$
S M A M=\left(R S_{2}-R S_{3}\right) / R M=(25.555-2.25) / 0.955=24.40
$$

It is of interest to compare the value of SMAM estimated for the intercensal period ( 24.40 years) with the estimates that would have been obtained by considering each census separately. According to the proportions single presented in columns (3) and (4) of table 190. the value of SMAM in 1955 was 24.74 years, while that in 1960 was 24.79 years. Therefore, although the difference is relatively smatl, the intercensal estimate of SMAM is lower than those obtained al the end-points of the period. This outcome implies, in general, that according to the firs-marriage rates prevalent during the intercensal period, women would marry at slightly younger ages than they would according to the mixed cohort-period experience observed at a given point in time. However, the difference observed is so small that, at least in this case, what oughe to be stressed is the similarity of the different estimates and the fact that, according to them, the singulate mean age at marriage in Japan during the period 1955-1960 remained almost constant.

## 3. Second detailed example

Table 191 shows data for the female population of Tunisia as enumerated in $1966(j=1)$ and as estimated for 1976 on the basis of the 1975 census $(j=2)$. It indicates how the data are used to estimate proportions single for a hypothetical cohort. Column (6) shows the resulting set of $U(i, s)$ values. The steps outlined below illustrate how these data are used to estimate an average value of SMAM for the period 1966-1976:
Step I: calculation of proportions single. In this case, the values of $U(i, j)$ are already in the appropriate form in columns (3) and (4) of table 191. Therefore, this step is not necessary.

Slep 2: calculavion of proportions single in a hypotherical cohort exposed to intersurvey first-marriage nates. Although the true intercensal period in Tunisia was nine years in length, the basic data have been adjusted to represent a 10 -year period. Hence, equations (C.3), (C.4) and (C.5) can be used to calculate $U(i, s)$. Thus, for age group 15-19, for which $i=1$, for example,

$$
U(1, s)=0.5(U(1,1)+U(1,2))=0.5(0.810+0.887)=0.848
$$

and for age group 20-24, for which $i=2$.

$$
U(2, s)=0.5(U(2,1)+U(2,2))=0.5(0.270+0.473)=0.372
$$

For subsequent age groups, each value of $U(i-2, s)$ is multiplied by the ratio $U(i, 2) / U(i-2,1)$. Column (5) of table 191 shows the value of these ratios for each value of $i$. For example, for $i=3$,

$$
\begin{aligned}
U(3, s) & =U(\mathrm{t}, s) U(3,2) / U(\mathrm{I}, \mathrm{t}) \\
& =U(1, s)(0.158 / 0.810) \\
& =(0.848)(0.195)=0.165 .
\end{aligned}
$$

Full results are shown in column (6) of table 191.

TALLE 191. Female proportions single. I966 and 1976, and estmuted propontions sinole in a hypothetical intensurvey cohort, Tuntsia

| $\begin{aligned} & \text { 解 } \\ & \hline \end{aligned}$ | $\begin{aligned} & \max \\ & \dot{(2)} \\ & \hline \end{aligned}$ | Anpurione inde |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & 1968 \\ & (3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1976 \\ & \text { (1) } \end{aligned}$ |  |  |
| 15-19....... | 1 | 0.810 | 0.887 | 0.887 | 0.848 |
| 20-24........ | 2 | 0.270 | 0.473 | 0.473 | 0.372 |
| 25-29........ | 3 | 0.087 | 0.158 | 0.195 | 0.165 |
| 30-34....... | 4 | 0.039 | 0.054 | 0.200 | 0.074 |
| 35-39....... | 5 | 0.024 | 0.024 | 0.276 | 0.046 |
| 40-44....... | 6 | 0.018 | 0.017 | 0.436 | 0.032 |
| 45-49........ | 7 | 0.015 | 0.016 | 0.667 | 0.031 |
| 50.54....... | 8 | $0.015^{\text {a }}$ | $0.016^{2}$ | 0.889 | 0.028 |

[^94]Step 3: cotcudation of person-perss lived in the single state. The sum of the first seven values of $U(i, s)$ is 1.568 , so that

$$
R S_{2}=5.0(1.568)=7.840
$$

Note that the value of $U(8, s)$ for ages 50.54 was not included in the sum. Then the number of persen-years desired is

$$
R S_{3}=15.0+R S_{2}=22.840
$$

Srep 4: calculation of proportion ever manring. An estimate of the proportion remaining single at age $\mathbf{5 0}$ is

$$
R N=(0.031+0.028) / 2.0=0.0295 .
$$

Hence, the proportion ever marrying by age 50 equals

$$
R M=1.0-0.0295=0.9705
$$

Step 5: alkulation of person-ywars tived by thase nomaining singte af age 50. This value is calculated as

$$
R S_{3}=50.0 R N=50.0(0.0295)=1.475
$$

Step 6: catculation of singwate mean ase at meriage. The value of SMAM is

$$
S M A M=\left(R S_{2}-R S_{3}\right) / R M=(22.840-1.475) / 0.9705=22.01
$$

If this value of SMAM is compered with the entimates that would be obtained by usiag the data as reconded at the ead-points of the period being considered (20.88 years in 1966 and 22.71 years in 1976), in appears that the intercensal value of SNAMM is higher than the mean of the estimates at the end-poinss. This ouncome saterests that firstmarriage rates declined subetantially and faidy mpidly in Tunisin during the period $1 \% 6-1976$.

## Annex II

## THE ELBADRY CORRECTION FOR DATA ON CHILDREN EVER BORN

## A. BACKGROUND OF METHOD

During the collection or the processing of information on children ever born, an error consisting of the misclassification of women of zero parity as women whose parity is not stated sometimes arises. This error is often due to the ambiguous entries made by interviewers at the time of the survey. For example, ambiguity is clearly present when a dash $(-)$ is used to indicate both that parity information about a given woman was not obtained or that she declared herself as childless. When errors of this type occur on a sufficiently large scale, the quality of the entire set of information on children ever born is compromised, especially if this type of information is to be used to estimate fertility indirectly by any of the methods described in chapter II. Whenever a considerable proportion of childless women are classified incorrectly in the category "parity not stated", the exclusion of these women from the denominator when calculating average parities by age would lead to overestimates of average parity, especially at younger ages. If, on the other hand, the women whose parity was not stated are not excluded, the denominator will be too large, producing underestimates of the true average parities.

In 1961, El-Badry ${ }^{4}$ proposed a procedure to estimate the proportion of women belonging to the category "parity not stated" who should have been classified as childiess. This procedure is based on the observed high comelation existing between the proportions childjess and the proportions in the category "parity not stated", especially when only the first four or five five-year age groups are considered.

El-Badry's method is based on a very simple model. Let $Z^{*}(i)$ be the true proportion childless in age group i and NS(i) be the reported proportion of women ciassifed in the category of parity not stated for the same age group. Then, it is plausible to assume that the following relation holds:

$$
\begin{equation*}
N S(i)=\alpha Z^{\bullet}(i)+\beta \tag{A.1}
\end{equation*}
$$

where $a$ is the proportion of women who are truly childiess and who were enioneously classified as of "parity not stated"; and $\beta$ is the constant, true level not stated. (It is expected that, in every survey, even in the absence of the coding efror being discussed, some women will be classified as not having stated their parity. Usually, these are women who were not present at the time of the interview and for whom the selected informant did not know the true number of children ever born). Since the proportion $\alpha Z^{*}(i)$ of childiess women has been misclassified, the reported proporion in age group i, $Z(i)$, must be equal to

$$
\begin{equation*}
Z(i)=(1.0-a) Z^{*}(j) \tag{A.2}
\end{equation*}
$$

or

$$
\begin{equation*}
Z^{*}(i)=Z(i) /(1.0-a) . \tag{A.3}
\end{equation*}
$$

Substituting equation (A.3) in equation (A.i), one finds that

$$
\begin{equation*}
N S(i)=[\alpha /(1,0-\alpha)] Z(i)+\beta \tag{A.4}
\end{equation*}
$$

or

$$
\begin{equation*}
N S(i)=\gamma Z(i)+\beta \tag{A.S}
\end{equation*}
$$

where $\gamma=\alpha /(1.0-a)$. Equation (A.S) suggests a method of estimating

[^95]the true value of $Z^{*}(i)$; fit a line to the reported points $[Z(i), N S(i)]$ and estimate $\gamma$ and $\beta$. Then the true proportion childiess is
\[

$$
\begin{equation*}
Z *(i)=Z(i)+(N S(i)-\beta) \tag{A.6}
\end{equation*}
$$

\]

and an estumate of the zero-panity error, $a$, can be obtained by

$$
\begin{equation*}
\alpha=\gamma /(1.0+\gamma) . \tag{A.7}
\end{equation*}
$$

Note that even though algebraically equation (A.6) is equivalent 10

$$
\begin{equation*}
Z^{*}(i)=(1.0+\gamma) Z(i) \tag{A.8}
\end{equation*}
$$

equations (A.8) and (A.6) may (and usually do) produce slightly different results in practice, since the fit obtained is very rarely exact For the purpose of adjustment of the zero category, equation (A.6) is recommended.

In most cases, when the required final product is a best estimate of average parities by age group of women, an adjustment of the teroparity category is not of immediate use, but the true level of nonresponse is. Once $\beta$, an estimate of this level, has been calculated, the femate population to be used as denominator in computing average parities by age group can be obtained by multiplying the reported female population in each age group by the factor ( $1.0-\beta$ ). Thus, the required output from the El-Badry correction procedure will very often be only $\beta$, obtained by fitting equation (A.S).
To conclude, it must be noted that slightly different computational procedures have to be followed according to whether the data on children ever born refer to all women or only to ever-married women. Therefore, two detailed descriptions of the computational procedure are presented in the following sections. It is also useful to note now that in the following discussions. index $;$ is used to denote the age group from $5 i+10$ to $5 i+14$.

## B. Data required

The following data are required for this method:
(a) The number of women in the zero-parity category (childless women) classified by five-year age group;
(b) The number of women in the category "parity not stated". classified by five-year age group:
(c) The total number of women classified by five-year age group. However, when the question on parity was asked only of ever-married women, the data required include both the total number of women and the total number of ever-married women in each five-year age group (15-49).

## C. Dataon children ever born referking TO ALL WOMEN <br> 1. Computational procedure

The steps of the computational procedure are given below.
Step 1: calculation of proportions with parity not stated. If one denotes by $\operatorname{FP}(i)$ the total number of women in age group $i$ and by $F N S(i)$ the number of women whose parity was not stated and who belong to age group $i$, then the proportion whose parity was not stated is

$$
\begin{equation*}
N S(i)=F N S(i) / F P(i) . \tag{C.1}
\end{equation*}
$$

Step 2: calculation of proportions childiess. Letting FZ(i) be the reported number of childiess women in age group $i$ and $F P(i)$ be as defined above, then the proportion childless is

$$
\begin{equation*}
Z(i)=F Z(i) / F P(i) . \tag{C.2}
\end{equation*}
$$

Sley 3: astimation of binear parcaneters $\gamma$ and $\beta$. Once the proportions of women whose parity was not stated and those of childiess women have been calculated, the points [ $Z(i), N S(i)]$ should be plotted. If they foliow approximately : straight line, the use of this method of adjustment is warranted. Otherwise, no adjustment is possibie and the user is advised to include all those women classified as "parity not stated" in the denominator when computing average parities. Of course, if the proportion of women with unknown parity in each age group is small, their inclusion or exclusion from the denominator is not likely to introduce serious biases in the average-parity values.

When the plotted points do fall roughly on a straight line, the values of its parameters have to be computed. It is recommended that only the points comesponding to the first four or five age groups be considered. To estimate the parameters of the straight line approximating them, divide the selected points into two groups of equal size according to their abscissa values (repent the middle point if necessary) and calculate the means of the abscissae and of the ordinates in each group. The parameters of the line passing through these mean points are estimates of the desired $\boldsymbol{\gamma}$ and $\boldsymbol{\beta}$ values. The application of this procedure is illustrated in the detaited examples that follow.

When the points are faidy well aligned, the use of the least-squares method to estimate $\gamma$ and $\beta$ is, of course, also possible and may yield the best results. See chapter $V$, subsection $C .4$ for a description of this method of line-fiting.

Step 4: calculation of tree proportions chilitiess. As equation (A.6) indicates, the true proportion childless, $Z^{*}(i)$, is equal to the sum of the reported proportion childess, $\mathbf{Z}(i)$, and the deviation of the
reported proportion whose parity was not stated from the eatinated constant level, that is, (NS (i)- $\beta$ ). Therefore, once $\beta$ has been comsputed, the calculation of $Z^{*}(i)$ is straightiorward. Once the enimated $Z^{*}(i)$ values are available, the true number of childiess women, $F Z^{*}(i)$, can be obtained as the product of each $Z^{*}(i)$ and the reported female population of age group i, $F P(i)$. The values of $F Z^{*}(i)$ obtained in this way should be used when fertility is to be estimated by using data on first births (see chapter 11, subsection B.3).
Step 5: calculation of denominators for estimation of average paritites. Let $F P^{*}(i)$ denote the number of women whose parity is assumed to be known after the true proportion childiess has been estimated. Then

$$
\begin{equation*}
F P *(i)=(1.0-\beta) F P(i) \tag{C.3}
\end{equation*}
$$

since, according to the modes presented so far, the true level of nonresponse is the estimated value of $\beta$. When data on children ever borm are being used to estimate ferility indirectly by the methods described in chapter II or to estimate child monality by those described in chapter III, the average parity of women of age group i should be cal. culated by using $F P^{\circ}(i)$ as the denominator instead of the reported number $\boldsymbol{F P}$ (i).

## 2. Detailed example

The census carried out in Peru in July 1972 coliected information from all women on the number of children they had ever borne, and the necessary information to apply the El-Badry adjustment procedure was published. It is shown in table 192.

Table 192. Female ropulation accordino to different resfonses concerning childeen ever torn. Peku, 1972
(Population in thousands)

| $\text { Ase }{ }^{0 \times 4}$ | $\begin{gathered} \text { index } \\ \text { (a) } \end{gathered}$ | Finam mapleriom |  |  | Mapemions |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \text { Cundine } \\ & \text { F2(i) } \\ & \text { (i) } \end{aligned}$ |  | $\begin{gathered} \text { Cufives } \\ 2(0) \\ \text { (6) } \\ \hline \end{gathered}$ |  |
| 15-19.................. | 1 | 698.2 | 242.2 | 385.7 | 0.3469 | 0.5524 |
| 20-24.................. | 2 | 578.6 | 117.3 | 198.3 | 0.2027 | 0.3427 |
| 25-29 ................... | 3 | 471.5 | 51.1 | 93.6 | 0.1084 | 0.1985 |
| 30-34.................. | 4 | 381.4 | 27.0 | 50.4 | 0.0708 | 0.1321 |
| 35-39 .................. | 5 | 373.3 | 22.7 | 40.0 | 0.0608 | 0.1072 |
| 40-44 .................. | 6 | 297.8 | 18.6 | 29.9 | 0.0625 | 0.1004 |
| 45-49 .................. | 7 | 246.2 | 16.3 | 24.3 | 0.0662 | 0.0987 |

A quick examination of the published numbers (those shown in columins (3), (4) and (5)) reveals that a very significant proportion of all women in each age group was classified in the category of "parity not stated". Especially striking is the fact that in age group 15-19 there are more women in that category than in the childiess group. All these observations appear to be consistent with the existence of a zero-parity error of the type described in section A. Adjustment by means of EiBadry's procedure should be attempted.

Slep 1: calculation of proportion with parity not stared. According to equation (C.I), the proportion of women whose parity was not stated in age group $i$, denoted by $N S(I)$, is just the quotient of the number of women in that category in that age group and the cotal female population of the seme age group. Therefore, $N S(1)$ is obtained by dividing each of the entries in column (5) (women with parity not stated) by the corresponding entry in column (3) (total female population) of table 192. For example, for age group 20-24,

$$
N S(2)=198.3 / 578.6=0.3427
$$

The complete set of NS(i) values is shown in colump (7) of table 192.

Slep 2: catculation of propontions childiess. According to equation (C.2), the proportion childless in each age group. $Z$ (i), is obtained by dividing the reported number of childiess women (column (4) of table 192) by the total number of women in each age group (column (3) of the same table). For ingance.

$$
Z(3)=51.1 / 471.5=0.1004
$$

The full set of $Z(i)$ values is shown in column (6) of table 192.
Slep 3: estimation of Binear parameters, $\beta$ and $\mathbf{y}$. Figure 24 shows a plot of the first tive points [Z(i).NS(i)] calculated in the previous steps. The $Z(i)$ values are plotted on the $x$-axis. while those for $N S(i)$ appear on the $y$-axis. Even in the largely expanded scale used in plotting these points, they display a fairly linear trend. The point farthest right (corresponding to age group $15-19$ ) is the one that deviates nost markedly from the trend defined by the others. However. given its importance (the proportion childiess is highest for that age group). it is not efiminated from the calculations leading to the selection of a best fitting straight line.

Two methods of fiting are illustrated. The first method is based on group means, according to which the points [Z(i). NS(i)] are divided into two groups, each containing three points. Table 193 shows this division and the means in each group. Using these mean values $\gamma$ is estimated as follows:

$$
\begin{aligned}
y_{t} & =\left(\overline{N S}_{2}-\overline{N S}_{1}\right) /\left(\bar{Z}_{2}-\bar{Z}_{3}\right) \\
& =(0.1459-0.3645) /(0.0800-0.2193)=1.5693
\end{aligned}
$$

The value of $\beta$ is then calculated as

$$
A_{3}=0.1459-(1.5693)(0.0800)=0.0204
$$

The line whose parameters are $\gamma_{1}$ and $\beta_{1}$ is represented as the mean line in figure 24.
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Source: Based on data given in table 192.

For the sate of llusuration, another tine is ftted using the method of lentat aquares. According to this method, the values of $\gamma$ and $\beta$ are obtained wiag the following equations:

$$
\begin{equation*}
r_{2}=\left[\sum_{i=1}^{1}(z(i)-\bar{Z})(N S(i)-\overline{N S})\right] / \sum_{i=1}^{l}(Z(i)-\bar{Z}]^{2} \tag{C.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{2}=\overline{N S}-\gamma_{2} \bar{z} \tag{C.S}
\end{equation*}
$$

where $\bar{Z}$ and $\overline{N S}$ are the means of the reported proportions of childlesw wowen and of those whose parity was bot stated, respectively.

The calculations necessary to estimate $\gamma_{7}$ and $\beta_{2}$ are not carried out in detail. Oaly the most important intermediate results are given. Nove that oaly the first five age groups are used in this case:

$$
\begin{gathered}
\bar{Z}=0.1579 \text { and } \overline{N S}=0.2666 \\
\sum_{i=1}^{5}(Z(i)-\bar{Z})(N S(i)-\overline{N S})=0.0880 \\
\sum_{i=1}^{S}(Z(i)-\bar{Z})^{2}=0.0572 .
\end{gathered}
$$

TAME 193. Fitming of a stanioht line er using group means, Peku, 1972

| $\begin{gathered} 18 \\ \hline 10 \end{gathered}$ |  |  |
| :---: | :---: | :---: |
|  | (a) Firt group |  |
| 15-19 ................. | 0.3469 | 0.5524 |
| 20-24.................. | 0.2027 | 0.3427 |
| 25-29................. | 0.1084 | 0.1985 |
| Mean................. | $\overline{\mathbf{z}}_{1}=0.2193$ | $\overline{N S}_{3}=0.3645$ |
|  | (b) Second group |  |
| 25-29 ................. | 0.1084 | 0.1985 |
| 30-34................. | 0.0708 | 0.1321 |
| 35-39 ................. | 0.0608 | 0.1072 |
| Mean.................. | $\bar{Z}_{2}=0.0800$ | $\bar{N} \bar{S}_{2}=0.1459$ |

so that

$$
\gamma_{2}=0.0880 / 0.0572=1.5385
$$

and

$$
\beta_{2}=0.2666-(1.5385)(0.1579)=0.0236 .
$$

The least-squares line defined by these parameters is also shown in Agure 24. Note that the two fitted lines atmost coincide. Therefore either of the two can be chosen as representative of the reported points. In carrying out the next steps, the least-squares line is used as representative.
Supp 4: calculation of tme proportions childlesss. Equation (A.6) is used to calculete the true proportion childless, $Z^{*}(i)$, from the reported $Z(i), N S(i)$ and the estimated $\beta . Z^{*}(3)$, for example, is

$$
\begin{aligned}
Z *(3) & =Z(3)+N S(3)-\beta_{2} \\
& =0.1084+0.1985-0.0236=0.2833 .
\end{aligned}
$$

The complete set of $Z^{*}(i)$ values is shown in column (3) of table 194. Note that according to these estimates of the true proportions childiess. approximately 14 per cent of all women in age group $\mathbf{4 0 - 4 9}$ had zero perity in 1972. This value appears ralher high for a country like Peru. where marriage is probably nearly universal and where there is no reason to expect a higher-than-normal incidence of sterility. These high values of $Z^{*}(i)$ at older ages may indicate that this type of adjustment is not adequate for the data at hand. Hence, before sdopting these results for future use, it would be advisable to consider the observed proportions single at each age so as to assess the pleusibility of the estimeted proportions chiddess. The search for any other reasons that might explain the high proportions of women with parity not stated yielded by the census is also recommended.
When El-Badry's adjustment procedure is applied to date that will later serve to estimate fertility by using information on firs births (see chapter II, subsection B.3), the actual number of ever-fertik women (not childiess) is required. This number can be estimated by subtracting the estimated proportions childtess from one and then multiplying the resulting number by the total female population. For example. the ever-fertile women in age group 20-24, FF (2), would be

$$
F F(2)=(1.0-0.5218)(578.6)=276.7
$$

or equivalently,

$$
F F(2)=F P(2)-F Z^{*}(2)=578.6-301.9=276.7 .
$$

Slep 5: calculation of demominators for essimation of average parities. The value of FP $^{*}$ is calculated acconding to equation (C.3). Thus,

$$
F P^{*}(2)=\left(1.0-\beta_{2}\right) F P(i)=(1.0-0.0236)(578.6)=564.9 .
$$

Other values of $F P^{*}(i)$ are shown in column (6) of table 194.
Note that even though in the Arst three steps of this procedure allention is focused mainly on the first five age groups, all seven

Table 194. Estimated frofortions childLess and estimated total female population WITH KNOWN PARITY, PERU, 1972
(Popudation in thowsands)

|  | $\begin{gathered} \ln +x \\ \text { (2) } \\ \hline \end{gathered}$ | (3) | The namber of childess F2(i) (4) | $\begin{gathered} \text { Number of } \\ \text { ever: } \\ \text { fenile } \\ \text { wownen } \\ \text { F7if } \\ (3) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19................. | 1 | 0.8757 | 611.4 | 86.8 | 681.7 |
| 20-24 .................. | 2 | 0.5218 | 301.9 | 276.7 | 564.9 |
| 25-29.................. | 3 | 0.2833 | 333.6 | 337.9 | 460.4 |
| 30-34 .................. | 4 | 0.1793 | 68.4 | 313.0 | 372.4 |
| 35-39 .................. | 5 | 0.1444 | 53.9 | 319.4 | 364.5 |
| 40-44 .................. | 6 | 0.1393 | 41.5 | 256.3 | 290.8 |
| 45-49 .................. | 7 | 0.1413 | 34.8 | 211.4 | 290.4 |

groups are required for the purpose of fertility estimation. Tabie 194 refers therefore to all of them.

As pointed out before. if one is satisfied with the consistency of the estimated values obtained in this and in previous steps, future ferility or child mortality estimation should make use of the estimated rather than the reported values. Therefore, the FP*(i) estimates should be used as denominators when calculating average parities.

## D. Dataon childan ever gorn referaing

 TO EVER-MARRIED WOMENIn many countries, questions on fertility are asked only of evermarried women, on the assumption that all single women are childiess. To the extent to which this assumption is true, fertility for the total female population can be estimated from data referring exctusively to ever-married women; but, especially when El-Badry's adjustment procedure is applied, due allowance must be made for the fact that the parity of single women is not reported. For this reason, the computational procedure one must follow when fertility information is avail-. able only for ever-married women is described in some detail.

## 1. Compurational procedure

The steps of the computational procedure are given below.
Step I: calculation of proportions with parity not stated. If one denotes by EMP(i) the number of ever-married women in the age group from $5 i+10$ to $5 i+14$, and by $F N S_{0}(i)$ the number of ever-married women of the same age group whose parity was not stated, then the proportion with parity not stated is

$$
\begin{equation*}
N S_{0}(i)=F N S_{0}(i) / E M P(i) \tag{D.I}
\end{equation*}
$$

Slep 2: calculation of proportions childsess. Denoting by $F Z_{0}(i)$ the proportion of childless wornen among those ever-married in age group $i$ and letting EMP(i) be as defined above, the proportion childless is

$$
\begin{equation*}
Z_{d}(i)=F Z_{d}(i) / E M P(i) . \tag{D.2}
\end{equation*}
$$

Slep 3: estimation of linear parameters, $\gamma$ and $\beta$. As in the case where data for all women are available, a graph of the points $\left\{Z_{0}(i), N S_{0}(i)\right]$ should be made. If they fall approximately in a straight line, its parameters, $\gamma$ and $\beta$, should be estimated by using either group means or the least-squares method (see chapter $V$, subsection $C$.4). In general, only the first four or five age groups should be considered when Atting this line.
Slep 4: calculation of inve proportions chilatlest among ever-married women. The true proportion childless among eves-married women of age group $i, Z_{0}^{*}(i)$, is obtained by adding to the reported proportion $Z_{d}(j)$ the deviation of the proportion whose parity is not stated from its estimated constant level, ( $N S_{\alpha}(i)-\beta$ ); algebraically.

$$
\begin{equation*}
Z_{u}(i)=Z_{0}(i)+N S_{d}(i)-\beta \tag{D.3}
\end{equation*}
$$

Then, by multiplying this estimated troe proportion childiess by the correspondiag number of ever-married women, an estimated number of childless ever-married women, $F Z_{0}{ }^{*}$, can be obtained as

$$
\begin{equation*}
F Z_{0}{ }^{*}(i)=Z_{0}{ }^{*}(i) E M P(i) \tag{D.4}
\end{equation*}
$$

However, this number refers only to zero-parity women among those who have ever been married. The total number of childess women in age group $i$, denoted by $F Z^{*}(i)$, can be obtained only by making some assumption about the ferility of single women. If one accepts that all single women are childless, then

$$
\begin{equation*}
F Z^{*}(i)=F Z_{0}^{*}(i)+(F P(i)-E M P(i)) \tag{D.S}
\end{equation*}
$$

where $\operatorname{FP}(i)$ is the total number of women in age group $i$. Since only very rarely does one have some basis for making other assumptions about the childbearing experience of never-married women, it is recommended that equation (D.5) be used to estimate the number of childless women among all women in age group $;$. This number $F Z^{*}(i)$, should be used if fertility estimation is to be attempted by using the first-birth method described in chapter 11, subsection B.3.

Slep 5: calculation of demominators for estimation of average parities. Let $F P^{*}(i)$ denote the number of women whose parity can be assumed to be known after the true number of childiess women has been estimated. Then

$$
\begin{equation*}
F P^{*}(i)=F P(i)-\beta E M P(i) ; \tag{D.6}
\end{equation*}
$$

that is, the number of women of known parity equals the total number of women, $\operatorname{FP}(i)$, minus those among ever-married women whose parity is unknown. The value of FP"(i) defined by equation (D.6) should be used as a denominator whenever average parities are required to estimate fertility or child mortality.

## 2. Deraited example

The case of Thailand in 1970 is interesting because during the census carried out in that year the question on children ever born was asked only of ever-married women. Table 195 shows the basic data collected during the 1970 census.
Steps / and 2: calculation of proportions with parity not stated and pro. portions childiless, Column (4) of table 196 shows the proportions of ever-married women who did not state their parity, $N S_{0}(i)$; and column (3) gives the proportions childess, $Z_{0}(i)$, also among evermarried women. These proportions were computed using equations (D.1) and (D.2). As an example. $N S_{\alpha}(3)$ and $Z_{d}(3)$ are calculated here:

$$
\begin{aligned}
N S_{0}(3) & =56.5 / 963.6
\end{aligned}=0.0586
$$

Slep 3: estimation of linear parameters $\gamma$ and $\beta$. Figure 25 shows a plot of the points ( $Z_{0}(i)$. $N S_{0}(i)$ ) listed in table 196. Note that ouly four points were plotted (those with i ranging from 2 to 5 ). The first point, corresponding to age group 15-19, calls ousside the graph and is not aligned with the others. Therefore, for the purpose of estimating $y$ and $\beta$, this point is ignored. Using the least-squares method in fitting a line to the other four points, the following $\gamma$ and $\beta$ estimates are obtained:

$$
y=1.4797
$$

and

$$
\beta=0.0147
$$

Table 195. Female fopllation accondino to diffenent resfonses concemnimg children evea morn. Thalland. 1970
(Thousamds)

|  | Intix <br> (2) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19.................. | ! | 1885.4 | 357.6 | 148.7 | 23.6 |
| 20-24.................. | 2 | 1361.7 | 843.6 | 59.2 | 99.2 |
| 25-29.................. | 3 | 1143.4 | 963.6 | 25.7 | 56.5 |
| 30.34.................. | 4 | 1077.1 | 989.6 | 15.8 | 37.0 |
| 35-39 .................. | 5 | 957.6 | 906.6 | 11.6 | 28.4 |

Svep 4: calculation of trie proportions childtess. Columa (3) of table 197 shows the proportion childless estimated according to equation (D.3). For example, for age group 20-24,

$$
Z_{\delta}^{*}(2)=0.6702+0.1176-0.0147=0.1731 .
$$

Once the estimated true proportions childless are computed, the enimated number of childless women among the ever-married $F Z_{0}{ }^{\circ}(i)$, can be obtained by using equation (D.4). Thus, for age group 20-24.

$$
F Z_{0}^{*}(2)=(0.1731)(843.6)=146.0
$$

Then, the estimated number of chikless women among sll of the women is computed by adding the number of single women to $F \boldsymbol{Z}_{0}{ }^{*}$.

Therefore.

$$
F Z^{*}(2)=146.0+1.361 .7-843.6=664.1 .
$$

All F2* values are shown in column (5) of table 197. These values stould be used in estimating the true proportion childiess among all women when the firs-bitth method of fertility estimation is used (see chapter (I, nubsection B.3).
Srep 5: calcularion of denowinetors for estimation of average parities. Using equation (D.6), FP* is extimated from the total number of women and the ever-married women of age group d. For example, for age group 20-24,

TABLE 196. RERONTED HRONOATONS CHILDLESS AND OF PARITY NOT statep amono evermarnied women, Thalland. 1970

| (1) | $\begin{gathered} \text { fen } \\ \text { it } \end{gathered}$ |  |  |
| :---: | :---: | :---: | :---: |
| 15-19.................. | 1 | 0.4158 | 0.0660 |
| 20-24.................. | 2 | 0.0702 | 0.1176 |
| 25-29.................. | 3 | 0.0267 | 0.0586 |
| 30-34................. | 4 | 0.0160 | 0.0374 |
| 35-39................... | 5 | 0.0128 | 0.0313 |

$$
F P *(2)=1,361.7-0.0147(843.6)=1,349.3 .
$$

The complete set of FP* values is shown in column (6) of table 197. These values should be used as denominators when calculating average parities.

Frome 25. Eatimation of the true levelf of now-reppense ea the sulfoet of clitinem ever born, Thalland, 197\%

 WOMEN, THAILAND, 1970
(Pcypultation in thousande)

| 筬 | $\begin{aligned} & \text { indr } \\ & \text { (i) } \end{aligned}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1S-19................. | 1 | 0.4671 | 167.0 | 1694.8 | 1880.1 |
| 20-24................. | 2 | 0.1731 | 146.0 | 664.1 | 1349.3 |
| 25-29 .................. | 3 | 0.076\% | 68.0 | 247.8 | 1129.2 |
| 30.34................. | 4 | 0.0387 | 38.3 | 125.8 | 1062.6 |
| 35-39.................. | , | 0.0294 | 26.7 | 77.7 | 94.3 |

## 3. Conments on cetaited example

To conclude, it should be pointed out that it is extremely important 10 know how the date on fertility were collected in order to choose a suitable adjustaneat procedure. Lack of information on the sousces of the dene being used may cause serions estimation errors. An example of one possible error is illourated in cable 198, which shows the edjusted proportions of childless women, their actual numbers and the adjested namaber of women of known parity for Thailand in 1970. These values were estimated by assuming, incorrectly, that the fertility information referred to all women. Under this assumption, the compautational procedure for data on all women (section C) was used to anive at the estimates given in table 198. A line was fitted by using leat aquares $t$ the four points manging from age groups 2 to 3 . The parameters $\gamma$ and $\beta$ estimated in this way have the values:

$$
y=1.3539
$$

and

A comaparison berween the extinates of FZ* and FP* shown in table 198 and the correct values given in table 197 reveals that the two FP* values are relatively similar, although the differences between the correct value and that from "all wonen" are not trivial. However, a great difference is evident between the two types of $F Z^{*}$ estimates (the true number childless). This difference is easy to explain: the FZ* values obtained when proportions calculated with respect to evermarried women are used as input incorporate the single women, while those obtained using proportions among all women do not incorporate them. Of course, if one knows that single women were tasumed to be childiess, the appropriate adjustment can be made. But knowledge of this assumption inplies knowledge of the data sources, and auch knowledge should allow the investigator to choose the appropriate adjustment procedure in the first place so that no such errors would arise.

$$
\beta=0.0152 .
$$

TAILE 198. ADJUSTED DATA USING PROTORTIONS AMONO ALL WOMEN, BASED ON AN INCOR㕱CT AESUMPTHON, THALLAND. 1970
(Population in shoustands)

| $\begin{aligned} & \text { A } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Finx } \\ i(2) \\ \hline \end{gathered}$ |  |  |  | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19................... | 1 | 0.0789 | 0.0125 | 0.0762 | 143.7 | 1856.7 |
| 20-24.................. | 2 | 0.0435 | 0.0729 | 0.1012 | 137.8 | 1341.0 |
| 25-29 ................... | 3 | 0.0225 | 0.0494 | 0.0567 | 64.8 | -126.0 |
| 30-34.................. | 4 | 0.0147 | 0.0344 | 0.0339 | 36.5 | 1060.7 |
| 35-39.................. | 5 | 0.0121 | 0.0297 | 0.0266 | 25.5 | 943.0 |

## Anvex III

## THE MEAN AGE OF CHILDBEARING

## A. Direct method for calculation of mean aoe of Chil. mearing

## I. Basis of method and its rationale

The mean age of childbearing is the average age at which women bear their children, in the absence of mortality and age-distribution effects. It is a measure of the timing of childbearing for a mortalityfree cohort of women passing through their reproductive life, or, alternatively, for a set of period age-specific fertility rates.

If one denotes by $f(i)$ the fertility rate experienced by women in the age group from $5 i+10$ to $5 i+14$, the mean age of childbearing. $\mu$ is defined by

$$
\begin{equation*}
\mu=\sum_{i=1}^{I} a(i) f(i) / \sum_{i=1}^{i} f(i) \tag{A.j}
\end{equation*}
$$

where a(i) is the central age-point in the $i$ th age interval, and $I$ is the age group containing the upper age-limit of the childbeasing span.

## 2. Data required

As equation (A.l) indicates, knowledge of the fertility schedule to which the population of interest is subject is sufficient to provide an estimate of $\mu$. Since ferility rates are usualiy obtained by dividing the number of births occurring during a given time period by the personyears tived by ahe population subject to the risk of chisdbeating during that period, it follows that the data required are:
(a) The total number of births occurring during a given year, classified by age of mother;
(b) The number of women at the mid-point of the year in question, classified by age.
Knowledge of these data would permit the calculation of period fertility rates from which a period mean age of childbearing can be calculated making use of equation (A.1).
When cohort fertility rates specific by age are available, a cohon mean age of childbearing can be computed. In some instances, the fertitity rates available correspond neither to a well-defined time period nor to a single cohort. In such cases, even though a mean age of childibearing can stial be computed, its use as a parameter indicating the timing of childbearing is valid only under the assumption of unchanging fertility. Bearing this in mind, the way in which $\mu$ is computed is discussed in the next section.

## 3. Compusational procecture

The steps of the computational procedure are given below.
Step I: calculation of ferility rates. The ferility rate for group i, denoted by $f(i)$, is calculated by dividing the number of births occurring to women in age group $i$ by the total number of women in that age group.
Step 2: calculation of mean age of childbearing. The denominator of equation (A.1) is calculated by adding the fertility rates obtained in the previous step. Usually, the age groups considered range from that beginning at age 15 to that ending at age 49. Then the central age for each of the age groups considered is calculated and multiplied by the corresponding fertility rate. Addition of alf these products (again using as limits of summation the age groups containing ages 15 and 49) yields the numerator of equation (A.1). Therefore, its division by the sum of the $f(i)$ values yields the value of $\mu$.
B. Other methods for estimating mean age of chlldeearing
I. Necessity of these methods

Frequently, in counnries lacking adequate data on fertility or mor-
tality, the data required for the calculation of $\beta$ are either not available or are seriously flawed. Two methods for estimating the mean age of childbearing, $\mu$, have been proposed for such cases. It is worth noting here that while equation (A.1) is exact (except for grouping errors) in the sense that it defines $\mu$, the methods and equations presented below are only estimators of $\mu$.

## 2. Estimation method / ${ }^{\wedge}$

Let $P(\mathbf{2})$ be the average parity per woman (number of children ever born divided by the number of women) reported by women aged 20 24 and $P(3)$ be the average parity of women aged $25-29$. Then, by using linear regression, it was established that a good predictor of $\mu$ for populations where there is littie practice of birth controt is the ratio of $P(3)$ over $P(2)$ in accordance with the following equation:

$$
\begin{equation*}
\mu=2.25(P(3) / P(2))+23.95 \tag{B.1}
\end{equation*}
$$

This estimate of $\mu$ is relatively accurate and very simple to obtain. Besides, it requires as input data only the values of $P(2)$ and $P(3)$. which are very frequently available.

## 3. Estimation method 2

When only the proportions of women married in each age group, $m(i)$, are known, a mean age of childbearing can be calculated by assuming that marital fertility has the same shape as natural fertility. This assumption is valid only for populations where there is very litile practice of birth control within marriage. Furthermore, for the estimated mean age of childbearing to be representative of the entire population, illegitimacy must be rare.

The standard natural fertility schedule for married women is shown in table 199. Note that the value of the marital fertility rate at ages 15-19 depends upon the proportion of women married during those ages, $m$ ( $f$ ). All other rates are fixed.

## Table 199. Standard natural ferthity schedule for MARRIED WOMEN

| $\begin{aligned} & \text { dge } \\ & \text { sy } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Index } \\ \text { (2) } \\ \hline \end{gathered}$ | mine furiny nem (3) |
| :---: | :---: | :---: |
| 15-19.. | 1 | 1.2-0.7m(J) ${ }^{\text {a }}$ |
| 20-24................................ | 2 | 1.000 |
| 25-29................................ | 3 | 0.935 |
| 30-34................................ | 4 | 0.853 |
| 35-39................................ | 5 | 0.685 |
| 40-44................................ | 6 | 0.349 |
| 45-49............................... | 7 | 0.051 |

${ }^{2}$ Proportion married in age group 15-19.
If one denotes these model ferilitity rates by $\gamma(i)$, the tates for the population in question would be computed as the product of the pro. portions married and the marital fertility rates, that is, as

$$
f(i)=\gamma^{(i) m}(i):
$$

and once $f$ is obtained, the calculation of $\mu$ is carried out as described above in subsection A.3.

All these methods of estimation are used in the following example.

[^96]TAALE 200. PROHORTIONS OF WOMEN BY MARITAE STATUS, MUMRER OF WOMEN AND CHILDREN BORN IN I\%61

| $\frac{4 \%}{6 \%}$ | $\begin{gathered} \text { mander } \\ \text { (2) } \end{gathered}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10-14 .................. | 0 | 0.700 | 0.003 | 1832 | 0 |
| 15-19.................. | 1 | 0.257 | 0.011 | 1585 | 325 |
| 20-24.................. | 2 | 0.054 | 0.021 | 1365 | 361 |
| 25-29 .................. | 3 | 0.019 | 0.037 | I 166 | 326 |
| 30-34.................. | 4 | 0.010 | 0.066 | 995 | 195 |
| 35-39.................. | 5 | 0.008 | 0.121 | 838 | 114 |
| 40-44.................. | 6 | 0.007 | 0.205 | 705 | 21 |
| 45-49 ................... | 7 | 0.006 | 0.302 | 625 | 1 |

## C. A DETALLED EXAMPLE <br> 1. Data used

The data shown in table 200 correspond to a population enumerated in i\%t. The mean age of childbetring is to be estimated for this popalation.

## 2. Binect catculation of mean age of childmearing

Step 1: calculation of fertility rates. Table 200 shows the number of women enumerated in 1961 and the number of children born in that year (obeained from vital registration data) classified by age of mother. The fentility rates, $f(i)$, for each age group can therefore be calculated simply by dividiag the number of births in 1961 by the corresponding female population (this population was enumerated near the middle of the year, so that edjustment is not necessary). Vakes of $f(i)$ are listed in column (3) of table 201. For $i=3, f(j)$ is calculated explicitly bere:

$$
f(3)=326 / 1,166=0.2796
$$

Talle 201. Calculathon of mean aoz of childoearing DY THE DREECT METHOD

| $\text { Age } \mathrm{d})^{\mathrm{m}}$ | $\begin{gathered} \text { infix } \\ \text { (2) } \end{gathered}$ | Fontioy ${ }^{\prime 2}$ <br> (3) | $\begin{gathered} \text { Coment } \\ \text { evi } \\ \text { (i) } \\ \hline \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 15-19............ | 1 | 0.2050 | 17.5 | 3.59 |
| 20-24............ | 2 | 0.2644 | 22.5 | 5.95 |
| 25-29 ............ | 3 | 0.2796 | 27.5 | 7.69 |
| 30-34............. | 4 | 0.1960 | 32.5 | 6.37 |
| 35-39............. | 5 | 0.1360 | 37.5 | 5.10 |
| 40-44 ............. | 6 | 0.0298 | 42.5 | 1.27 |
| 45-49............ | 7 | 0.0016 | 47.5 | 0.08 |
| Total |  | 1.1124 |  | 30.05 |

Sep 2: calculation of mean age of childbeaning. Column (4) of table 201 shows the central age values corresponding to each of the age groups considered and column (5) shows the products of these central ages by the observed $f(i)$ values. The sums of the latter and of the products just calcutated are shown in the line marked "Total", that is.

$$
\sum_{i=1}^{7} f(i)=1.1124
$$

and

$$
\sum_{i=1}^{7} a(i) f(i)=30.05
$$

So that, by equation (A.t).

$$
\mu=30.05 / t .1 t 24=27.01
$$

It is important to point out that only when the assumption of constant fertility bolds true is this value of $p$ equivalent to that of a cohort. If the fertility schedules followed by different cohorts in the
population are different, the value of $\mu$ calculated above is that of a composite parameter that does not refer to any cohort, but rather to the experience observed during a certain period (1961 in this case). In the latier case, inferences drawn from it must be treated with caution.

Furthermore, note that the central ages, $\sigma(i)$, used in computing the mean age of childbearing, $\boldsymbol{H}_{\text {, are }}$ highly dependent upon the way in which information on births in a year is collected. When the aunaber of births cocurring in a given year is obtained by means of a sample survey or a census and the age of mothers is ascertained as of the time of the survey and not as of the date on which the most recent birth took place, it is clear that most mothers were younger at the time of this birth than at the time of the survey or census. If it can be assumed that births are uniformly distributed in time, women were, on the average, six moaths younger at the time their births in the past year took place. Therefore, the true age groups considered when using survey data are shifted by six months to the younger ages, becoming 14.5-19.5, 19.5-24.5 and 50 on, instead of the usual 15-19, 20-24 etc., and, in consequence, their "central ages", $a(i)$, ase also six months smaller ( $\$ 7,22,27,32,37 \mathrm{etc}$.). In general, these central tges stovetd be used when calculating $\mu$ from survey data.

## 3. Erimation of mean age of childbearing wsing method I

Next to be estimated is the mean age of childbearing, $\mu$ by means of the equation (B.1). For the population under consideration, it is known that $P(2)=2.389$ and $P(3)=3.812$, so that the calculation of $\mu$ is straightforward:

$$
\mu=(2.25)(3.812 / 2.389)+23.95=27.54
$$

Once more, this value of $\mu$ is equivalent to that of a cohont only if fertility has remained constant during the past 30 or 40 years. When fertility has been changing, $\mu$ calculated as given above represents, at best, a rough "average mean" for younger cohorts (those under age 30). In such a case, its value should be interpreted with caution.

Note that the estimate of $\mu$ obtained here is slightly greater than that obtained by the direct method, probably because equation (B.I) wes obtained from data pertaining to populations that practise little birth controi, and it is therefore tikety to overestimate the mean age of childbearing in populations where some timitation of family sive is common.

## 4. Estimation of mean age of child bearing resing method 2

According to this method, marital fertility is assumed to have the same pattern as natural ferility (that is, it is assumed that no paritydependent birth control is practised by the population in question). Under this assumption, a value of $\mu$ can be obtained from knowiedge of the proportion of matried women in each age group.
The proportion of married women in each age group is equal to one minus the proportion of women who are single, widowed or divorced. Thus,

$$
m(i)=1-s(i)-w(i)
$$

where $m$ ( $i$ ) is the proportion married in age group $i ; 5(j)$ is the proportion single; and $w(i)$ is the proportion widowed or divorced in the same age group.

Column (3) of table 202 shows the values of $m(d)$. Columa (4)

Table 202. Estimation of mean age of childieaning. $\mu$. by using method 2

| 每 | $\begin{gathered} \text { mex } \\ (2) \\ \hline(2) \end{gathered}$ |  |  |  | $\begin{gathered} \mathrm{cmm} \\ 3 \\ \hline \\ \hline \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15-19 ............. | 1 | 0.732 | 0.688 | 0.503 | 17.5 | 8.80 |
| 20-24............. | 2 | 0.925 | 1.000 | 0.925 | 22.5 | 20.81 |
| 25-29 ............. | 3 | 0.944 | 0.935 | 0.883 | 27.5 | 24.28 |
| 30-34............. | 4 | 0.924 | 0.853 | 0.788 | 32.5 | 25.61 |
| 35-39 ............. | 5 | 0.871 | 0.685 | 0.597 | 37.5 | 22.39 |
| 40-44............ | 6 | 0.788 | 0.349 | 0.275 | 42.5 | 11.69 |
| 45-49............ | 7 | 0.692 | 0.051 | 0.035 | 47.5 | 1.65 |
| Total |  |  |  | 4.006 |  | 115.24 |

shows the values of $($ (i), the standard rutural ferility schedule, copied from table 199. Note that $(1)$ was obtained as

$$
X(1)=1.2-0.7(m(1))=1.2-0.7(0.732)=0.688
$$

Column (5) shows the values of $f(i)$ as estimated by multiphying the eatries for $m$ ( $i$ ) in column (3) by $r(i)$ in column (4). Using these values of $f(I)$ and the central ages, $a(l)$. listed in column ( 6 ), the products $a(i) f(i)$ are obtained. Then the value of $\mu$ is computed by dividiag the sum of these products (shown as "Toctal" under column (7) by the sum of the $f(5)$ values (shown as "Total" under column (5)):

$$
\mu=115.24 / 4.006=28.77
$$

As might be expected, this value of $\mu$ is higher than either of the two estimates obtained previously, because natural ferility, embodying unrestricted fertility at older ages, represents an upper bound to the fertility experience of a human population. In this sense, the value of $\mu$ just calculated is probably also an upper limit for the true value of $\mu$.

In conctusion, by using the three possible methods of estimating the mean age of childbearing, $\mu$, an equal number of different values for this parameter has been obtained. The estimate derived directly from observed data and the definition of $\mu$ is preferred, but were thone data unavailable, method 1 would produce a relatively good estimate of the detired parameter. The value of $\mu$ obtained by assuming that marital fertility is clocely approximated by atural fertility iss on the other hand, unacceptable. In general, method 2 is to be avoided if at all possible.

## Anmex IV

## LINEAR INTERPOLATION

## A. COmintational phocedure

Interpolation is used frequently in this Mommaf; and because simplicity is the main cricerion when choosing the type of interpolation that is to be performed, the linear type is very often preferred.

It is well known that any two points define a line aniquely. Therefore, if three points are to lie on a suraight line, but only one of the coordinates of the third is known, the other one is uniquely determined and can be calculated. This calculation is described below.

Consider the line defined by the points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$. A third point ( $x, y$ ) would lie on this line only if the following relation holds:

$$
\begin{equation*}
\left(y_{2}-y_{1}\right) /\left(x_{2}-x_{1}\right)=\left(y-y_{1}\right) /\left(x-x_{1}\right) \tag{A.t}
\end{equation*}
$$

that is, only if the slope of the line defined by $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is exactly the same as the slope of the one defined by $\left(x_{1}, y_{1}\right)$ and ( $x, y$ ).

Now suppose that the value of $x$ is known, but not that of $y$. Solving for $y$ in equation (A.1), the following expression is obvained:

$$
\begin{equation*}
y=\left(y_{2}-y_{1}\right)\left(x-x_{1}\right) /\left(x_{2}-x_{1}\right)+y_{3}, \tag{A.2}
\end{equation*}
$$

which allows the calculation of $y$ if $\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)$ and $x$ are known. However. equation (A.2) is not the simplest equation that one can use in calculating $y$. A better expression is obtained by rearranging its terms in the following way:

$$
\begin{align*}
& y=\left(\left(x-x_{1}\right) /\left(x_{2}-x_{1}\right)\right) y_{2}+ \\
& \left(1.0-\left(x-x_{1}\right) /\left(x_{2}-x_{1}\right)\right) y_{1} . \tag{A.3}
\end{align*}
$$

an expression that can be rewritien as

$$
\begin{equation*}
y=\theta y_{2}+(1.0-\theta) y_{1} \tag{A.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=\left(x-x_{1}\right) /\left(x_{2}-x_{1}\right) \tag{A.S}
\end{equation*}
$$

Equations (A.4) and (A.S) suggest a way in which tinear interpolation can be performed in two simple steps. First, calculate the value of © , the "iaterpolation factor". solely by using the values of the obeerved abscissac ( $x$-values). Then, use equation (A.4) to calculate the desired interpolated ordinate, $\boldsymbol{y}$.

These steps are simple enough, but in following them it is important to match the indices property. Note that although $\theta$ is obtained by pivoting on $x_{1}$ ( this value is the only one repeated in equation (A.5), its value (that of $\theta$ ) is "applied to" or multiplied by $y_{2}$ in equation (A.4), while $y_{1}$ is multiplied by ( $1.0-\theta$ ).

Some of the cases where tinear interpolation arises in this Mamal are illustrated in the following examples.

## B. First example

The birth rate of a West model stable population at mortality level 19 and growth rate 0.0150 is 0.0264 . If the growth rate were 0.0200 . the value of the birth rate would be 0.0304 . The question then is what the birth rave value is for a population with the same mortality level and a growth rate of 0.0169 .

To answer this question by using linear interpolation. the two points defining a line mast be identified first. The co-ordinates of each point are the pair of (growth rate, birth rate) values: thus.

$$
\left(x_{1}, y_{1}\right)=(0.0150,0.0264)
$$

and

$$
\left(x_{2}, y_{2}\right)=(0.0200,0.0304)
$$

The thivd point, that for which the ordinate is unknown, is ( 0.0169 , $y$ ) According to this identification,

$$
\begin{aligned}
\theta & =(0.0169-0.0150) /(0.0200-0.0150) \\
& =0.0019 / 0.0050=0.38
\end{aligned}
$$

and therefore

$$
y=(0.38)(0.0304)+(0.62)(0.0264)=0.0279 .
$$

Note that in this example the abscissae of the points defining the line were ordered by increasing value, that is, $x_{1}<x_{2}$. Furthermore, $x_{1}<x<x_{2}$, so that the value of $\theta$ can be said to equal

$$
\begin{equation*}
\theta=\text { (central }- \text { smallest)/(largest }- \text { smalies }) . \tag{B.1}
\end{equation*}
$$

Using this mnemonic notation, equation (A.4) can be transformed to

$$
\begin{equation*}
y=\theta y \text { (largest) }+(1.0-\Theta y \text { (smatlest) } \tag{B.2}
\end{equation*}
$$

where $y$ (smallest) does not mean the smaliest $y$ value, but rather, the $y$ value associated with the smallest $x$; and similarly, $y$ (largest) is the value associated with the largest $x$ value used.

These mnemonic expressions do not improve the clarity of equations (A.4) and (A.5), but they are incfuded here in the hope that they may allow the user to perform linear interpolation correctly and in as mechaniced a way as possible. They are used in the next example.

## C. SECOND EXAMME

Among the West model tife tables, the $q(2)$ value 0.0858 is associated with mortality level 17 for females, while at mortality level is the value of $q(2)$ for females is 0.1164 . The question then is what the female value of $q(2)$ would be at level 15.36 .

Since three different vakues for the level are ciled, mnd only two are given for $q$ (2), the levels are taken as abscissac and the $q$ (2) values as ordinates. Then, according to mnemonic equation (B.1),

$$
\theta=(15.36-15) /(17-15)=0.36 / 2=0.18 .
$$

and by equation (B.2)

$$
y=(0.18)(0.0858)+(0.82)(0.1164)=0.1109
$$

Note that in the application of equation (B.2), $\Theta=0.18$ is multiplied by the value of $\boldsymbol{g}(\mathbf{2})$ associated with the largest level used. namely 17 . and not by the largest $q(\mathbf{2})$ value. Because in this case the largest tevel is associated with the smallest value of $q(2)$, the distinction is essential.

## D. Thind example

This example examines a case of extrapolation, rather than one of interpolation. Extrapolation takes place when the value of $x$ does not fall between the values $x_{1}$ and $x_{2}$, but rather. is outside the interval defined by them. When this is the case, $\theta$ is either negutive or greater than one. Yet, equations (A.4) and (A.5) still hold true and may be used to calculate the missing value $y$.

Consider then the following probtem. According to the West mode! life tables, at level 21 the expectation of life at birth for males is 66.02 . while at level 23 it is 71.19 . The question is what the value of $e_{0}$ would be at level 24.

Once more, the levels are taken to represent the abocissae values; therefore,

$$
\theta=(24-21) /(23-21)=3 / 2=1.5 .
$$

a valme, at expected, greater than ore. In the second siep, $y$ is calculeted as sival:

$$
y=(1.5)(71.19)+(-0.5)(66.02)=73.78 .
$$

Nore that since $\theta$ is greater than one, $(1.0-\Theta)$ is negative. Furthermore, because the values of life expectancy at birth increase as the level of mortality increases (that is the slope of the line associating level with $e_{0}$ values is positive), it is expected that $e_{0}$ at level 24 would
be greater than that at level 23. This common-sense check would immediately permit one to discard the value

$$
y^{*}=(1.5)(66.02)+(-0.5)(71.19)=63.44
$$

that would be oblained if, by mistake the values $\theta$ and $1.0-\theta$ were not matched to the right indices.
As a final comment, it should be pointed out that linear extrapolation is not recommended in most demographic applications, since the assumption of linearity outside the bounds of printed or otherwise known quantities is difficult to justify. Therefore, in choosing the values $x_{1}$ and $x_{2}$ that will be used as anchors for linear interpolation. one should select, if at all possible, those which enclose the reported value of $x$.

## Annex V

## SMOOTHING OF AN AGE DISTRIBUTION

## A. Back oround of methods

Throughout this Manual, stress has been laid on the fact that age distributions are frequently distorted by age-misreporting. Although it is not recommended that age distributions be smoothed ${ }^{\mathbf{A}}$ or adjusted prior to applying any of the analytical procedures described in the main body of this Manual, on the grounds that their resuits may be distorted by the smoothing or adjustment process. an age distribution that is smooth and as close to correct as possible is still useful, particularly as a basis for population projections. This annex describes and illustrates some fairly simple procedures for adjusting distorted age distributions; the techniques described in section B can be applied to a single age distribution. whereas the procedure described in section C requires a series of two or more age distributions.

## B. ŚMOOTHINO AND ADJUSTMENT OF A SINGLE age distribution <br> 1. Fiting of a stable population

The most drastic form of adjusiment for an age distribution is to fit a stable population to the population being studied, following the procedures described in chapler VII, and to adopt the age distribution of the stable population as a representation of the true age distribution. The adopted age distribution will be free of all irregularities, whether these are true or the result of error, and will also be free of any features that the actual age distribution does not share with the models. Thus, the extent of adjustment may be more severe than is actually required, but the result will at least be internally consistent.
This prosedure is not described in detail here, nor is it illustrated. since the methods for fiting a stable population are covered thoroughly in chapter VII.

## 2. Rectuction of effects of age-heaping

## (a) Basis of method and its rationale

Smoothing and adjusiment procedures are usually applied to cumulated age distributions (that is. to the number of persons or the proportion of persons under given ages) since the process of cumulation removes the effects of errors that do not result in a net transfer of people across each of the age boundaries used. If heaping lends to transfer peopie whose true ages are both ander and over an altractive age to this age, the use of attractive ages as boundaries for cumulation will not minimize the effects of heaping on the cumulated age distribution. In such circumstances, the use of age boundaries half-way between attractive ages would probably minimize net transfers across boundaries. ${ }^{\text {b }}$ Therefore, a simple way of smoothing age distributions would be to fit a succession of polynomials to the reported population, expressed either as numbers of persons or as the proportions of persons under ages $a+3, a+8, a+13$ and $a+18$, where $a$ is a multiple of five.
"The term "to smooth" is used in this Manual in its most general sense to mean the elimination or minimization of irregularities often present in reported data or in preliminary estimates obtained from them. In this sense, the set of possible "smoothing techniques" encompasses a wide variety of procedures, ranging from the fitting of models to simple averaging. The traditional smoothing techniques applied to age distributions and to observed age-specific mortality rates are part of this set, but they do not exhaust it. The somewhat rougher procedures described in this Mamarl are necessary because the basic data available are both deficient and incomplete.

- Ken Hill. Hania Zlotnik and Jane Durch, Procedurss for Reducing the Effects of Age Eroos on Indrrecs Demognaphic Estimation Techniques, Laboratories for Population Statistics Scientific Report Series No. 35 (Chapel Hill, North Carolina, Carolina Population Center, 1982).
and to compute the values of these polynomials over their central ranges in order to obtain a smoothed single-year age distribution.
However, the problem of smoothing is somewhat complicated by the fact that ages ending in zero are generally more attractive than ages ending in five, so that the cumulated population under ages ending in eight will tend to be too small, whereas the cumulated population under ages ending in three will tend to be too large. This tendency can be allowed for by fitting two polynomials, one to cumulated populations under ages ending in eight and one to cumulated populations under ages ending in three. The two polynomials would then be evaluated over a common central range; and best estimates of the true cumulated population, relatively free of heaping effects, would be found by averaging.


## (b) Data required

The information needed consists of the population classified by sex and single year of age, preferably up to age 85 or beyond.

## (c) Computational procedure

The steps of the computational procedure are given below.
Step I: cumulation of population counts. For each sex, the population under each age ending in three (3, 13, 23 and so on) and in eight (8. 18, 28 and so on) is required. The single-year age distribution is used to oblain the required numbers; the population under 3 years is the sum of persons aged 0,1 and 2 , the population under age 8 can be found by adding the numbers aged 5,6 and 7 years to those aged $0-4$, and so on. Note that there is no need to use proportions; it is simples to use the actual numbers.
Slep 2: fiting of polymomials to the cumulated age distribution. A thind-degree polynomial is fitted to the population under ages $a+3, a+13, a+23$ and $a+33$, where $a$ is an age ending in zero, and evaluated between $a+13$ and $a+23$; such a polynomial will probably overestimate slighty the population under each age because of the heaping bias. A similar polynomial is fitted to the population under ages $a+8, a+18, a+28$ and $a+38$, and again evaluated between the ages of $a+13$ and $a+23$; such a polynomial will probably underestimate the population under each age. Therefore, to reduce those biases, the estimated population under each age within the range $a+13$ and $a+23$ can be calculated as the average of the estimates produced by each potynomial; as long as the gain of each zero is a loss of a neighbouring ive the resulting cumulated age distribution should be almost free of heaping effects and can be broken up into conventional five-year age groups. The process continues by increasing a by 10. Note that ages under 13, which fontunately do not often exhibit the typical heaping pattems, require special treatment; and that, in general, the technique can only be applied up to age 72 (assuming that a single-year age distribution is available up to age 85).
The population under age 13 can be smoothed by fitting a thirddegree polynomial to the estimated population under ages $0.10,20$ and 30 . The populations under ages 20 and 30 will already have been obtained as described above. The population under age 10 can be estimated from both of the first two polynomiaks, that beginning from age 3 and that beginning from age 8, and an average used as an estimate. The population under age 0 is, of course, zero. The polynomial fitted to these four estimated values can then be calculated between ages 0 and 13. Nore that this procedure is likely to produce some faily minor discontinuities in the smoothed single-year age distribution, though the distribution by five-year age groups should be unaffected.
In order to obtain an age distribution in conventional five-year groups adjusted for the effects of heaping bias, a short-cut can be used that avoids calculating the coefficients for every polynomial and instead estimates directly the popt -ion under two exact ages. If one
denotes by $N(x-)$ the popmataion under age $x$ ，the population uader age a +12 is given by

$$
\begin{align*}
& \hat{N}((a+12)-)=-0.048 N(a-)+0.864 N((a+10)-)  \tag{B.1}\\
&+0.216 N((a+20)+)-0.032 N((a+30)-)
\end{align*}
$$

and the population under age $a+17$ is given by

$$
\begin{align*}
\hat{N}((a+17)-)= & -0.0455 N(a-)+0.3315 N((a+10)-)  \tag{B.2}\\
& +0.7735 N((a+20)-)-0.0595 N((a+30)-) .
\end{align*}
$$

Thus，if a is equal to 3 ，the population under age 15 will be given by equation（B．1）and the population under 20 by equation（B．2）．If $a$ is equal to 8 ，on the other hand，equation（B．I）will give the population under age 20 and equation（B．2）the population under 25.

For the special cases at the beginning of the age range，the following equation can be used to estimate the population under age 10 from the populations under ages $3,13,23$ and 33 ，and the population under age 15 from the populations under ages 8，18， 28 and 38：

$$
\begin{align*}
\hat{N}((a+7)-)= & 0.1495 N(a-)+1.0465 N((a+10)-)  \tag{B.3}\\
& -0.2415 N((a+20)-)+0.0455 N((a+30)-) .
\end{align*}
$$

The estimute of the population under age 10 from the populations under ages $8,18,28$ and 38 can be obtained from

$$
\begin{aligned}
\hat{N}(10-)= & 0.672 N(8-)+0.504 N(18-) \\
& -0.224 N(28-)+0.048 N(38-) .
\end{aligned}
$$

The estimate of the popalation under age 5 from the adjusted population under ages 10,20 and 30 can be obtained using the equi－ tion

$$
\hat{N}(5-)=0.9375 \hat{N}(10-)-0.3125 \hat{N}(20-)+0.0625 \hat{N}(30-) .(B .5)
$$

Then，to reduce even more the possible biases caused by age－ heaping．＂best estimates＂of the population under ench age $x_{1}$ multi－ ple of five，are obtained by averaging the $\hat{N}(x-)$ estimates obtained sbove whenever two such estimates are available for a given $x$ ．Thus， the final estimates of the population under age $x, N^{*}(x-)$ ，are com－ puted as

$$
N^{*}(x-)=\left(\hat{N}_{3}(x-)+\hat{N}_{2}(x-)\right) / 2.0
$$

where the subiadices 3 and 8 indicate that the intermediate $\hat{N}(x-)$ extimates are obtained from ages ending in three and eight，respec． tively．

Lantly，for ages $x$ at the begianing and at the end of the age range （age 5 ，for example）for which only one $\hat{N}(x-)$ extimate is available． $N^{4}(x-)$ is ete equal to it．
（d）A deraitlad example
The procedure described above is illustrated by applying it to the age distribution of the male population of Sri Lanka，as reported by the fertility survey in Sri Lanke in 1975．c Table 203 shows the basic data：

The computational procedure is described below．

Taile 203．Mále hopulation，ey single year of ace，Sn Lanka， 1975

| 等 | Animiven | 倍 | Amprovinion | 䖝 | Arainum | 伤 | ${ }^{\text {nnmin }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0．．．．．．．．．．．． | 572 | 27．．．．．．．．．．．．． | $350{ }^{\text { }}$ | 54．．．．．．．．．．．．． | 120 | 81．．．．．．．．．．．．． | 3 |
| I．．．．．．．．．．．． | 506 | 28．．．．．．．．．．．．． | 366 | 55．．．．．．．．．．．． | 268 | 82．．．．．．．．．．．． | 8 |
| 2．．．．．．．．．．．． | 550 | 29．．．．．．．．．．．． | 267 | 56．．．．．．．．．．．． | 110 | $83 . . . . . . . . . .$. | 5 |
| 3．．．．．．．．．．．． | 602 | 30．．．．．．．．．．．． | 383 | 57．．．．．．．．．．．． | 108 | 84．．．．．．．．．．．． | 4 |
| 4．．．．．．．．．．．． | 596 | 31．．．．．．．．．．．． | 265 | 58．．．．．．．．．．．． | 157 | 85．．．．．．．．．．．． | 32 |
| 5．．．．．．．．．．．． | 637 | 32．．．．．．．．．．．． | 294 | 59．．．．．．．．．．．． | 81 | 86．．．．．．．．．．．． | 5 |
| 6．．．．．．．．．．．． | 600 | 33．．．．．．．．．．．． | 270 | 60．．．．．．．．．．．． | 261 | 87．．．．．．．．．．．． | 9 |
| 7．．．．．．．．．．．． | 643 | 34．．．．．．．．．．．． | 190 | 61．．．．．．．．．．．． | 65 | 88．．．．．．．．．．．．． | 3 |
| 8．．．．．．．．．．．． | 607 | 35．．．．．．．．．．．． | 443 | $62 . . . . . . . . . .$. | 85 | 89．．．．．．．．．．．．． | 1 |
| 9．．．．．．．．．．．． | 562 | 36．．．．．．．．．．．． | 220 | 63．．．．．．．．．．．． | 92 | 90．．．．．．．．．．．． | 8 |
| 10．．．．．．．．．．．． | 624 | 37．．．．．．．．．．．． | 183 | 64．．．．．．．．．．．． | 67 | 91．．．．．．．．．．．．． | 0 |
| 11．．．．．．．．．．．． | 546 | 38．．．．．．．．．．．． | 288 | 65．．．．．．．．．．．． | 225 | 92．．．．．．．．．．．． | 0 |
| 12．．．．．．．．．．．． | 667 | 39．．．．．．．．．．．． | 192 | 66．．．．．．．．．．．． | 31 | 93．．．．．．．．．．．． | 3 |
| 13．．．．．．．．．．．． | 620 | 40．．．．．．．．．．．． | 342 | 67．．．．．．．．．．．．． | 66 | 94．．．．．．．．．．．． | 0 |
| 14．．．．．．．．．．．． | 535 | 41．．．．．．．．．．．． | 147 | 68．．．．．．．．．．．．． | 103 | 95．．．．．．．．．．．． | 7 |
| 15．．．．．．．．．．． | 650 | 42．．．．．．．．．．．． | 219 | 69．．．．．．．．．．．． | 34 | 9\％．．．．．．．．．．．． | 2 |
| 16．．．．．．．．．．．． | 545 | 43．．．．．．．．．．．． | 195 | 70．．．．．．．．．．．． | 160 | 97．．．．．．．．．．．． | 1 |
| 17．．．．．．．．．．．． | 517 | 44．．．．．．．．．．．． | 125 | 71．．．．．．．．．．．． | 26 | 98．．．．．．．．．．．． | 0 |
| 18．．．．．．．．．．．． | 529 | 45．．．．．．．．．．．． | 391 | 72．．．．．．．．．．．． | 41 | 99．．．．．．．．．．．． | 9 |
| 19．．．．．．．．．．． | 519 | 46．．．．．．．．．．．．． | 132 | 73．．．．．．．．．．．． | 50 | Not |  |
| 20．．．．．．．．．．． | 590 | 47．．．．．．．．．．．． | 150 | 74．．．．．．．．．．．． | 38 | stated ．．． | 0 |
| 21．．．．．．．．．．．． | 417 | 48．．．．．．．．．．．． | 247 | 75．．．．．．．．．．．． | 130 |  |  |
| 22．．．．．．．．．．．． | 484 | 49．．．．．．．．．．．． | 126 | 76．．．．．．．．．．．： | 23 | Total | 23918 |
| 23．．．．．．．．．．．． | 467 | 50．．．．．．．．．．． | 291 | 77．．．．．．．．．．．． | 21 |  |  |
| 24．．．．．．．．．．．． | 416 | 51．．．．．．．．．．．． | 139 | 78．．．．．．．．．．． | 24 |  |  |
| 25．．．．．．．．．．．． | 460 | 52．．．．．．．．．．．． | 162 | 79．．．．．．．．．．．． | 8 |  |  |
| 26．．．．．．．．．．．．． | 367 | 53．．．．．．．．．．．．． | 169 | 80．．．．．．．．．．．．． | 71 |  |  |

Sep 1：cumalation of popmlation cownsts．The nurabers of males under ages 3，2，13， 18 and so on are found by comulating the numbers in mocemive sipglo－year age growps up to，but not includiag the upper boundary age group．Thua，if $N(y)$ is the popelation of age $y$ and $N(x-7)$ in the population under age $x$ ．

$$
N(x-)=\sum_{y=0}^{x-1} N(y) .
$$

Thus

$$
N(3-)=N(0)+N(1)+N(2)=572+506+550=1.628
$$

and

$$
\begin{aligned}
N(8-) & =N(3-)+N(3)+N(4)+N(5)+N(6)+N(7) \\
& =1,628+602+5 \%+637+600+643=4,766 .
\end{aligned}
$$

Full resules are shown in table 204；the calculations are contiawed up to the popalation under age 88.

[^97]Table 204. Aduustment, for heapmg, of the male age distribution. Sni Lanka. 1975

| $\begin{aligned} & \text { if } \\ & \text { i) } \end{aligned}$ |  | $\begin{aligned} & \text { A } \\ & 6 \\ & \hline \end{aligned}$ |  |  |  | Hroming mon |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & n_{m} \\ & (0) \end{aligned}$ | $\text { B ( }{ }^{(1)}$ |  | Nown | ${ }^{\text {ancow }}$ |
| - | - | 0 | . | . | - | 2928 | 2826 |
| 3 | 1628 | 5 | - | - | (2928) | 3016 | 3049 |
| 8 | 4706 | 10 | \$912 | 5975 | 5944 | 2974 | 3012 |
| 13 | 7712 | 15 | 8879 | 8956 | 8918 | 2706 | 2760 |
| 18 | 10599 | 20 | 11618 | 11629 | 11624 | 2325 | 2334 |
| 23 | 13098 | 25 | 13946 | 13951 | 13949 | 1865 | 1810 |
| 28 | 15158 | 30 | 15790 | 15837 | 15814 | 1485 | 1402 |
| 33 | 16733 | 35 | 17304 | 17293 | 17299 | 124 | 1326 |
| 38 | 18039 | 40 | 18563 | 18523 | 18543 | 1100 | 1028 |
| 43 | 19227 | 45 | 19661 | 19624 | 19643 | 989 | 1046 |
| 48 | 20220 | 50 | 20654 | 20609 | 20632 | 872 | 881 |
| 53 | 21185 | 55 | 21514 | 21.494 | 21504. | 732 | 724 |
| 58 | 21960 | 60 | 22241 | 22231 | 22236 | 579 | 570 |
| 63 | 22609 | 65 | 22821 | 22809 | 22815 | 440 | 459 |
| 68 | 23090 | 70 | 23255 | 23254 | 23255 | 323 | 315 |
| 73 | 23454 | 75 | . | 23578 | 23578 | $341{ }^{\circ}$ | 377 |
| 78 | 23716 | - | - | - | - | . | . |
| 83 | 23830 | - | - | - | - | - | - |
| 88 | 23885 | - | - | - | - | - | - |

- Poputation aged 75 and over.

Srep 2: futing of polynomiats to the cmnudated age dissribution. Estimates of the population under ages 15,20 and so on, up to age 75 can be obenined from polynomials fitted to the numbers under ages ending in three or eight by the use of equations (B.1) and (B.2). Thus, the population under ages 15 and 20 can be found as follows using the populations under ages ending in three:

$$
\begin{aligned}
& \tilde{N}_{3}(1 S-)=-0.048 N(3-)+0.864 N(13-)+0.216 N(23-)- \\
& 0.032 N(33-) \\
&=(-0.048)(1,628)+(0.864)(7,712)+(0.216)(13.098)+ \\
& \quad(-0.032)(16.733) \\
&= 8,878.7
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{N}_{3}(20-)=-0.045 S N(3-)+0.3315 N(13-)+0.773 S N(23-)- \\
& 0.0595 N(33-) \\
&=(-0.0455)(1,628)+(0.3315)(7.712)+(0.7735)(13.098)+ \\
& \quad(-0.0595)(16,733) \\
&= 11.618 .1:
\end{aligned}
$$

and the populations under ages 20 and 25 can be estimated from the populations under ages ending in eight:

$$
\begin{aligned}
& \hat{N}_{d}(20-)=-0.048 N(8-)+0.864 N(18-)+0.216 N(28-)- \\
& 0.032 N(38-) \\
&=(-0.048)(4,706)+(0.864) \times 10.599)+(0.216)(15.158)+ \\
& \quad(-0.032)(18.039) \\
&= 11.628 .5
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{N}_{( }(25-) & =(-0.0455)(4.706)+(0.3315)(10.599)+(0.7735)(15.158)+ \\
& (-0.0595)(18.039) \\
= & 13.950 .8 .
\end{aligned}
$$

Equations (B.1) and (B.2) are then applied to the populations under ages 10 years odder and the process is repeated up to age 75 . The full set of estimates based on ages ending in three is shown in column (4) of table 204, while column (5) shows the estimates obrained from ages ending in eight. Estimates of the population under age is based on populations under ages ending in eight and of the population under 10 based on populations under ages ending in three are obtained by applying equation (B.3):

$$
\begin{aligned}
& \hat{N}_{\mathrm{N}}(15-)=0.1495 \mathrm{~N}(8-)+1.0465 \mathrm{~N}(18-)-0.2415 \mathrm{~N}(28-)+ \\
& 0.0455 \mathrm{~N}(38-) \\
&=8,955.5
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{N}_{3}(10-) & =0.1495 N(3-)+1.0465 N(13-)-0.2415 N(23-)+ \\
& 0.0455 N(33-) \\
& =5.912 .2 .
\end{aligned}
$$

The estimate of the population under age 10 from populations under ages 8, 18, 28 and 38 is oblained by applying equation (B,4).
Once two estimates ane available for each of the populations under ages ending in zero of five, from 10 to 70, a best extimate at each age is obtained by averaging the two values corresponding to it. Thus, for example,

$$
\begin{aligned}
N^{\star}(20-) & =\left(\hat{N}_{3}(20-)+\hat{N}_{3}(20-1) / 2.0\right. \\
& =(11.618+11.629) / 2.0=11.624 .
\end{aligned}
$$

Full results are shown in column (6) of table 204.
The population under age $S$ is then found by subsxituting best estimates of the populations under ages 10,20 and 30 into equation (B.5):

$$
\begin{aligned}
N^{*}(5-) & =0.9375 N^{*}(10-)-0.3125 N^{*}(20-)+0.0625 N^{*}(30-) \\
& =2.928 .4 .
\end{aligned}
$$

The cumulated population estimates can then be successively subtracted from each other to provide an age distribution in five-year age groups, the population aged from $x$ to $x+4$ being obtained by subtracting $N^{*}(x-)$ from $N^{*}((x+5)-)$. Thus, for age group 20-24.

$$
{ }^{2} N_{20} 0^{*}=N^{*}(25-)-N^{*}(20-)=13,949-11.624=2.325
$$

Full results are shown in column (7) of table 204 and may be compared with the reported age distribution shown in colamn (8).

## 3. Comparison with a standard age distribution

## (a) Basis of method and its rationale

In some circumstances, when the quality of the age data is poor or when ages seem to be affected by systematic misreporting other than heaping, some adjustment procedure more drastic than that described in subsection B. 2 may be necessary. One approach to such adjusiment involves the comparison of the reported age distribution with some standard age distribution, followed by the adjustment of the standard age distribation to refiect the main features of the reported one: the result should be an age distribution that retains some of the broad characteristics of the reported distribution while at the same time being free of obvious bias.
In practice, a stable population derived from a suitabie model life table and having a reasonable rate of growth for the application in hand can be used as the standard age distribution, particularly if there is reason to believe that the actual population is stable or quasi-stable. The comparison of the reported and model distributions is made casier by the use of a transformation that linearizes the relationship between age and the cumulated proportion of the population under each age. In growing populations, such as those of most developing countries, a suitable transformation is

$$
\begin{equation*}
Y(x)=\operatorname{mn}[(1.0+C(x)) /(1.0-C(x))] \tag{B.6}
\end{equation*}
$$

where $C(x)$ is the proportion of the population under age $x$. From here on, the transformation defined by equation (B.6) is referred to as the $\boldsymbol{Y}$-transformation. Values of $\boldsymbol{Y}(\boldsymbol{x})$ for the population in question can be plotted against standard values, $\boldsymbol{Y} \boldsymbol{S}(x)$, for a suitable standard stable population; and deviations from an approximately parabolic relationship can be noted (in practice, when the clata are not extsemely distorted, this relationship deviates only very slightly from that represented by a straight line). An adjusted age distribution can be obtained by fitting a curve to the points that are regarded as teast biased and then reversing the transformation process to obtain a smooth cumulated age distribution. Tests with modet populations have suggested that adequate results can be obtained by fitting a second-degree polynomial (a parabola) to the selected points, a process that is simplified because one can require the fitted parabola to pass through the origin (since the population proportion under age zero has to be zero) and through the means of both the first half and the second half of the selected poins.
The following data are required for this method:
(b) Data requdred
(c) The population classified by sex and five-year age group;
(b) A standard age distribution by five-year age group. A stable population subject to a growth rate and mortality risks similar to those of the population being studied is usually a suitable choice.

## (c) Componestional procedure

The steps of the computational procedure are described below.
Step 1: cakndation of proportions under ages ending in zero or five. The proportion of the population under each age $x$, denoted by $C(x)$, is found by summing the populations of each five-year age group below the age in question and dividing the resulting sum by the total population of known age, that is, excluding those of unstated age.

Slep 2: calculation of Y-transformation of the reported proportions under ages five years qporr. The $Y$-transformation of each of the $C(x)$ proportions calculated in the previous step is oblained by using equation (B.6). For the sake of completeness, this equation is repeated bere:

$$
\begin{equation*}
Y(x)=\operatorname{in}[(1.0+C(x)) /(1.0-C(x))] . \tag{B.6}
\end{equation*}
$$

Note that the $\boldsymbol{Y}$-transformation of any proportion $\boldsymbol{C}(x)$ assumes values ranging from zero to infinity.
Sep 3: selection of a sandard age disribution. The standard population age distribution, against which the reported population is to be compared, shoeild be selected from that of stable populations whose mortality level and pattern approximate as closely as possible those
observed in the population being studied. Among these stable populations, the one having the same growth rate as the reported population is preferable.

Step 4: the Y-transformation of the standand age distribution. Steps 1 and 2 are repeated for the selected standard age distribution.
Step 5: relation of the Y-transformations of the reported and standard age distributions. A second-degree polynomial is assumed to represent the relationship between the $\boldsymbol{\gamma}$-transformations of the reported and the standard age distributions. To simplify the fitting procedure, the polynomial selected is that passing through the origin, the mean of a firsi group of points and the mean of a second group of points. where the groups used are of equal size but exclude any extreme values that fall well away from a fikely parabola. Therefore, the fitted equation has the form

$$
\begin{equation*}
Y(x)=\alpha(Y S(x))^{2}+\beta Y S(x) . \tag{8.7}
\end{equation*}
$$

where $\alpha$ and $\boldsymbol{\beta}$ can be estimated as

$$
\begin{equation*}
\alpha=\left\{\frac{1.0}{\bar{Y}_{1}-\overline{Y S}_{2}} H \frac{\bar{Y}_{1}}{\overline{Y S}_{1}}-\frac{\bar{Y}_{2}}{\overline{Y S}_{2}}\right] \tag{B.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\frac{\bar{Y}_{2}}{\overline{Y S}_{2}}-\alpha \overline{Y S}_{2} \tag{B.9}
\end{equation*}
$$

where ( $\overline{Y S}_{1}, \bar{Y}_{1}$ ) and ( $\overline{Y S}_{2}, \bar{Y}_{1}$ ) are the mean points for the first and the second groups, respectively. As usual, $\boldsymbol{Y S}$ denotes the $\boldsymbol{\gamma}$. transformation of the standard.
Step 6: calculation of estimated age distribution. Having estimated a and $\beta$, equation (B.7) can be used to obtain adjusted values of the $\boldsymbol{\gamma}$ transformation, $\boldsymbol{Y}^{\boldsymbol{4}}(x)$, which can. in turm, be inverted to produce estimates of an adjusted age distribution. For the sake of completeness, equation (B.10) indicates how the adjusted values $Y^{*}(x)$ are obtained and equation (B.It) shows how an estimate of the adjusted $C^{*}(x)$, the estimated proportion under age $x$, is calculated:

$$
\begin{gather*}
Y^{*}(x)=\alpha(Y S(x))^{2}+\beta Y S(x) ;  \tag{B.10}\\
\left.C^{*}(x)=\left(\exp \mid Y^{*}(x)\right)-1.0\right) /\left(\exp \left\{Y^{*}(x) \mid+1.0\right)\right. \tag{B.11}
\end{gather*}
$$

These $C^{*}(x)$ proportions can be multiplied by the rotal reported population to find the estimated number of persons under age $x$, and estimates of the population in five-year age groups can then be oblained by subtraction.
(d) A detailed example

Once more, the age distribution of the male population of Si Lanka, as recorded by the fertility survey in 1975, is used to illustrate this method (see table 203).

Step 1: calculation of proportions under ages ending in zero or five. Column (2) of table 205 shows the proportions under each age $x$, multiple of five, denoted by $C(x)$, also including in this case that under age :

Slep 2: calculation of Y-Imansformation of the reponted proportions under ages $x$ five years apart. The proportions $C(x)$ calculated in the previous step are transformed, using equation ( $B .6$ ), into $Y(x)$ values. Thus, for age 15,

$$
\begin{aligned}
Y(15) & =\ln [(1.0+C(15)) /(1.0-C(15))] \\
& =\ln [(1.0+0.3716) /(1.0-0.3716)]=0.7806 .
\end{aligned}
$$

The full set of $\boldsymbol{Y}(x)$ values is shown in column (4) of table 205.
Step 3: selection of a standard age distribution. Procedures for filting a stabte population to the one observed are presented in chapter VII and need not be described again here. For Sri Lanka, a West model stable population of mortality level 18 , with a growth rate of 0.030 , was selected. The proportions under cach age $x$ for this population are shown in columin (3) of table 205. They are referred to below as "standard proportions".

TABLE 205. ESTBMATION OF AN ADJUSTED MALE AGE DISTRIDUTION ©Y USINO Y.TRANSFORMATIONS AND THE
WEST MODEL STADLE ROPULATION AS STANDARD. SAL LaNKA, 1975

| $\begin{aligned} & \text { 作 } \\ & \text { (i) } \end{aligned}$ |  |  |  |  | $x_{10}^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Aporw } \\ & \hline \end{aligned}$ | $\frac{\sin }{(3)}$ | Rown | $5 \sin$ |  |  |
| I | 0.0239 | 0.0372 | 0.0478 | 0.0744 | 0.0653 | 0.0326 |
| 5 | 0.1182 | 0.1702 | 0.2375 | 0.3437 | 0.3016 | 0.1497 |
| 10 | 0.2456 | 0.3133 | 0.5014 | 0.6484 | 0.5690 | 0.2771 |
| 15 | 0.3716 | 0.4353 | 0.7800 | 0.9328 | 0.8185 | 0.3878 |
| 20 | 0.4870 | 0.5393 | 1.0642 | 1.2063 | 1.0585 | 0.4848 |
| 25 | 0.5845 | 0.6276 | 1.3385 | 1.4749 | 1.2941 | 0.5697 |
| 30 | 0.6602 | 0.7022 | 1.5863 | 1.7433 | 1.5296 | 0.6439 |
| 35 | 0.7188 | 0.7653 | 1.8103 | 2.0178 | 1.7704 | 0.7090 |
| 40 | 0.7743 | 0.8183 | 2.0620 | 2.3033 | 2.0209 | 0.7659 |
| 45 | 0.8173 | 0.8626 | 2.2973 | 2.6068 | 2.2872 | 0.8156 |
| 50 | 0.8610 | 0.8992 | 2.5944 | 2.9360 | 2.5759 | 0.8586 |
| 55 | 0.8978 | 0.9291 | 2.9215 | 3.3035 | 2.8983 | 0.8955 |
| 60 | 0.9281 | 0.9527 | 3.2890 | 3.7205 | 3.2641 | 0.9264 |
| 65 | 0.9519 | 0.9708 | 3.7033 | 4.2120 | 3.6952 | 0.9515 |
| 70 | 0.9711 | 0.9838 | 4.2225 | 4.8078 | 4.2178 | 0.9710 |
| 75 | 0.9843 | 0.9923 | 4.8394 | 5.5558 | 4.8738 | 0.9848 |
| 80 | 0.9929 | 0.9971 | 5.6373 | 6.5347 | 5.7323 | 0.9935 |

Coale-Demeny West model stable population, level $18, r=0.03$.

Firure 26. Plot of the $\boldsymbol{Y}$-trusiformation of the proportions mader wise x in the reported population



Step 4: the Y-inaneformation of the standard age distribution. Step 2 is applied to the standand proportions under age $x$, with the results shown in column (5) of table 205.
Step 5: relation of the Y-Iransfomations of the reported and standard age distributions. The $[\mathbf{Y S}(x), \mathbf{Y}(x)]$ points should be examined before
attempting to it a parabola to them, so that outliess can be discanded. Figure 26 displays a plot of the points, which show no obvious ovdiers. Therefore, a parabola passing through the origin, the mean of the first nipe points and the mean of the second nine points (the ninth point being included in both groups) is selected as an acceptable fit. Thus,

$$
\begin{gathered}
\overline{\mathbf{Y}}_{1}=(0.0478+0.2375+\cdots+2.0620) / 9.0=1.0476 \\
\bar{Y}_{2}=(2.0620+2.2973+\cdots+5.6373) / 9.0=3.5074 \\
\overline{Y S}_{1}=(0.0744+0.3437+\cdots+2.3033) / 9.0=1.1939
\end{gathered}
$$

and

$$
\overline{Y S}_{2}=(2.3033+2.6068+\cdots+6.5347) / 9.0=3.9978
$$

Equations (B.8) and (B.9) can now be used to estimate the parameters $\alpha$ and $\beta$ in equation ( $B .10$ ):

$$
a=\left(\frac{1.0}{1.1939-3.9978}\right) \times\left(\frac{1.0476}{1.1939}-\frac{3.5074}{3.9978}\right)=-0.0000456
$$

and

$$
\beta=\frac{3.5074}{3.9978}-(-0.0000456 \times(3.9978)=0.8775
$$

Pizure 27. A compariseo of the resulte of difierent aifijustment procederes for
male age distrimution, Sil Lanka, 1975


Step 6: calculation of exsimated age distribution. Substituting the values of a and $\beta$ just obtained in equation (B.10), we obtained adjusted values of the $Y$-transformation. Thus, for age IS,

$$
\begin{aligned}
Y^{*}(15) & =-0.0000456(Y S(15))^{2}+0.8775 Y S(15) \\
& =-0.0000456(0.9328)^{2}+(0.8775)(0.9328)=0.8185 .
\end{aligned}
$$

Column (6) of table 205 shows all the $\boldsymbol{Y}^{\boldsymbol{*}}(\boldsymbol{x})$ values. Then, the estimated proportions under each age $x$ are obtained by reversing the $\boldsymbol{Y}$-transformation by means of equation (B.II). Again using age 15 as an example,

$$
C^{*}(15)=\left(\exp \left[Y^{*}(15)\right]-1.0\right) /\left(\exp \left[Y^{*}(15)\right]+1.0\right)=0.3878
$$

Column (7) of table 205 shows all the estimated $C^{*}(x)$ values. Adjusted proportions in each five-year age group can now be obtained by subtracting from the proportion under age $x$ the proportion under eact age $x-5$. Thus, the adjusted proportion in age group 15-19. ${ }_{5} C_{1 s}$ is found as

$$
{ }_{5} C_{15}=C^{*}(20)-C^{*}(15)=0.4848-0.3878=0.0970
$$

Figure 27 shows a plot of the adjusted proportions in five-year age groups, the corresponding proportions in the observed population, the standard proportions and the proportions obtained by applying the smoothing procedure described in subsection B.2. It is clear that the male population of Sri Lanka has been drastically destabilized by declining fertility, so that the procedure described in this section cannot be expected to work well al younger ages; above age 25 , however, its results seem acceptable, and they provide an obviously better approxianation to the observed population than the original standard age distribation on which the fitted one is based. The age distribution obtained when the effects of heaping are removed as described in subsection B. 2 is much closer to the reported distribution, damping only slightly (and probably, at least, in the right direction) the effects of destabilization at younger ages and retaining the trough in the reported age distribution between ages 30 and 45 , though smoothing out its irregulanities. In this particular application, where agereporting does not seem too poor and where the reported age distribution is clearly not stable, the smoothed age distribution obtained by the procedure that merely reduces the effects of age-heaping (subsec(ion B.2) is probably the best approximation available to the true age distribution.

## C. Demeny and Shorter adjustment techn!que FOR TWO AGE DISTRIBUTIONS

## 1. Basis of method and its rationale

Demeny and Shorter ${ }^{d}$ proposed a method based on intercensal probabitities of survival to adjust the age distributions produced by iwo consecutive censuses. This method assumes that the probabilities of intercensal survival are known, that both censuses achieved the same level of coverage and that both suffered from similar proportionate age-reporting errors, that is, that the recorded population of age group $x$ is equal to the true population of the age group multiplied by an adjustment factor typical only of the age group and not changing from census to census. Given two censuses five years apart. the population aged $0-4$ at the time of the first census is assumed to be correct and is projected forward to the second census. An adjustment factor for age group 5.9 is then obtained as the ratio of the projected to the reported population aged 5-9 at the second census, and this factor is then used to adjust the reported population aged $5-9$ at the first census. The adjusted population aged $5-9$ at the first census is then projected forward to the second census, and an adjustment factor for age grous $10-14$ is found as the zatio of the projected to the actual population aged $10-14$ at the second census. The chaining process continues from age group to age group until the entire age range has been covered. Two adjusted age distributions are then available, that

[^98]for the first census being made up of the adjusted populations of each age group and that for the second census consisting of the projections of the adjusted population from the first census. The final step is to scale the two adjusted age distributionts to agree with the reported total population.

The method depends upon the availability of a suitable mortality schedule in order to carry out the projection, and a mistake in the specification of mortality will introduce a systematic bias in the results. The other two assumptions involved, that of no change in enumeration completeness and that of a constant proportional error for a given age group at both ceasuses, may also be frequently untenable. A change in enumeration completeness may result in large distortions of the entire estimated age distribution if ihis method is applied, though such large errors are likely to be obvious. Because of these potential problems, the estimates yielded by this procedure, though useful, will have to be carefully scrutinized before being adopted for future use.

## 2. Dato required

The data required are listed below:
(a) The distribution of the population by age group and sex from two consecutive censuses. The method is most readily applied when the intercensal interval is five years, but it can also be applied to a 10 year interval. However, it is difficult and even inadvisable to use data corresponding to intervals that are not multiples of five, since in such cases the differential effects of heaping are likely to distort the resuits obtained;
(b) A suitable set of survivorship probabilities referring to the intercensal period.

## 3. Computational procedure

The procedure for this method is described below.
Step 1: sywthesizing of the population corresponding to a five-year interwad. If the two censuses were held 10 years apart, the first at time if and the second at time $t_{2}$, the method is best applied by inventing an intervening age distribution, thus creating two five-year intervals, and applying the method twice. The age distribution for the mid-point of the lo-year interval can be created by finding the annual growth rate of each age group from $x$ to $x+4$, as

$$
r(x)=\left(\ln N N 2_{x}-\ln _{5} N 1_{x}\right) /\left(f_{1}-f_{2}\right)
$$

and then applying the growth rate for five years to the initial population:

$$
s N_{x}=S N 1_{x} \exp \{s . \operatorname{Or}(x)]
$$

Here, $\left.{ }_{5} N\right]_{x}$ and ${ }_{5} N 2_{x}$ denote, respectively, the reported populations in the age group from $x$ to $x+4$ in the first and second censuses.
Step 2: projection of initial age diseribution. The poputation of age group 0-4 at the first census is projected forward to age group 5-9 at the second census, and an adjustment factor for age group $5-9$ is obtained as the ratio of the projected to the reported population aged 5.9 at the time of the second census. Thus. if $k(x)$ is the adjustment factor for the age group from $x$ to $x+4$,

$$
\begin{equation*}
\left.\left.k(S)=\left({ }_{s} N I_{0}\right)\right)_{s} L_{s} / s L_{0}\right) / s_{s} N 2_{s} . \tag{C.I}
\end{equation*}
$$

The projected population aged 5.9 is taken as the adjusted value. $\hat{\mathcal{N}} \mathbf{2}_{5}$, al the second census. Thus,

$$
\begin{equation*}
\hat{s} \hat{N} 2_{5}=\left(g N I_{0}\right)\left(s L_{5} / s L_{0}\right) . \tag{C.2}
\end{equation*}
$$

The reported population aged $5-9$ at the first census is then adjusted by $k$ (5) to obtain the adjusted population aged $5-9$ at the first census, gil $\mathrm{I}_{5}$ and this population is then projected forward to age group 10-14 at the second census: thus.

$$
\begin{equation*}
\dot{S} 1_{5}=\left(g N 1_{g}\right) *(5) \tag{C.3}
\end{equation*}
$$

and

$$
k(10)=\left(g_{\xi} \dot{N} 1_{5}\right)\left(L_{10} / g L_{s}\right) / g N 2_{10}
$$

Where the first two terms are simply the adjusted population aged to14 at the aecond censust, that is,

$$
{ }_{s} \hat{N} 2_{10}=\left(g \hat{N} 1_{5}\right)\left(s L_{10} / 5 L_{5}\right) .
$$

The procedure continues until the open-ended interval (which requires a alighty modified treatment) is reached. Since it is assumed that the adjustment factor required is the same for both censuses, that for the open-ended interval, $k(A+)$, is equal to the ratio of the edjusted to the reported population aged $A$ and over for both age distributions. That is,

$$
\begin{equation*}
k(A+)=\frac{\hat{N} 2(A+)}{N 2(A+)}=\frac{\hat{N} 1(A+)}{N 1(A+)} \tag{C.4}
\end{equation*}
$$

However, the adjusted population aged $A$ and over at the second census is also equal to the sum of two elements, the first being the projection to the time of the second census of the adjusted population aged from $A-5$ to $A-1$ at the first census, and the second being the survivors to the second census of the adjusted population (not known) aged $A$ and over at the first census. Thus,

$$
\hat{N} 2(A+)=\left(g \hat{N} I_{A}-5\right)\left(L_{A} / L_{A-5}\right)+\hat{N} 1(A+)\left(T_{A+3} / T_{A}\right) \quad(\mathrm{C} .5)
$$

where $T_{A+s} / T_{A}$ is the probability that the population aged $A$ and over has of surviving five years. By combining equations (C.4) and (C.5), and rearranging terms, an expression for $k(A+)$ is obtained:

$$
\begin{equation*}
k(A+)=\frac{\left(g N 1_{A-5}\right)\left(L_{A} / g L_{A-5}\right)}{N 2(A+)-\left(T_{A+5} / T_{A}\right) N!(A+)} . \tag{C.6}
\end{equation*}
$$

Since all the variables in equation (C.6) are known, the value of $k(A+)$ may be readily obtained.
Step 3: scaling of adjusted age distributions. The two age distributions derived in step 2 are based on the provisional assumption that the youagest age group is accurately recorded by both censuses. If this sasumption is not valid, *s will frequently be the case, both the adjusted age distributions will have been scaled according to the ratios of the reported to the true populations aged $0-4$, while being unaffected in age pattern. The assumption that age group $0-4$ is comectly reported is not necessary if one scales the adjusted population age distributions by the ratio of the total reported population to the total adjusted population at each point in time. The scaling factors are unlikely to be exactly the same for both age distributions, but they should be very similar.

## 4. A detailed example

A part of the example given by Demeny and Shorter is presented here to illustrate the calculations. The female population of Turkey as recorded by the 1955 and 1960 censuses is adjusted below. The basic data are shown in columns (2) and (3) of table 206 (the 1955 population data have been adjusted in order to allow for the effects of migration). Column (4) shows survivorship ratios taken from a South model life table of tevel 16.3. with an expectation of life at birth of 58.25 years.

Step 1: sywhesizing of the population for a five-year interval. The actual intercensal interval is five years, so this step is not required.

Slep 2: projection of initial age distribution. The adjusted population aged $5-9$ in 1960 is taken to be the 1955 population aged 0-4 projected five years. Thus, if one denotes by $S_{x}$ the ratio $L_{x+j} / s L_{x}$,

$$
\hat{s} \hat{N} z_{s}=\left(g N 1_{0}\right)\left(S_{0}\right)=(1,889)(0.9599)=1,813
$$

The adjustment factor for age group $5-9, k(5)$, is then calculated as the ratio of the adjusted to the reported population aged $5-9$ in 1960. Thus,

$$
k(5)=\hat{N} \hat{N} 2_{s} / g N 2_{s}=5,813 / 1,928=0.940 .
$$

The adjustment factor, $\boldsymbol{k}(5)$, is then applied to the 1955 population aged 5-9:

$$
{ }_{s} \hat{N} 1_{5}=k(5){ }_{g} N I_{5}=(0.940)(1,570)=1,476
$$

Then, the adjusted t955 population aged 5-9 is projected forward to 1960 to obtain the adjusted 1960 population aged 10-14:

$$
\hat{N} 2_{10}=\left(\hat{N} 1_{5}\right)\left(S_{5}\right)=(1.476)(0.9903)=1.462 .
$$

The procedure continues until one reaches the open interval, in this case 75 and over. The last normal step completed is the calculation of $\hat{N} 1_{70}$ The adjustment factor for the population aged 75 and over is found by applying equation (C.6):

$$
\begin{aligned}
k(75+) & \left.=\left({ }_{g} \hat{N} I_{70}\right)\left(S_{70}\right) / N 2(75+)-\left({ }_{y} S_{7+}\right)(N 1(75+))\right] \\
& =(148.0)(0.6936) /[182.1-(0.4414)(159.3)] \\
& =0.918
\end{aligned}
$$

Table 206. Adiustment of two consecutive enumerations of the female populathon using cohort survival. Tunkey, 1955 and 1960 (Population in thousands)

|  | $\begin{gathered} \text { i9ss } \\ \text { Nopletion } \\ \text { (2) } \end{gathered}$ |  | $\begin{aligned} & \text { Smunaraly } \\ & \text { probumility } \\ & \text { (4) } \end{aligned}$ |  | $\begin{gathered} \text { Sindelt } \\ \substack{\text { frocter } \\ (6)} \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $\begin{gathered} \text { t99s } \\ \text { (8) } \end{gathered}$ | $\begin{aligned} & 1960 \\ & \text { (9) } \end{aligned}$ |
| 0-4. | 1889.0 | 2079.0 | 0.9599 | (2079.0) | * | ( 1889.0 ) | 1962.0 | 2160.0 |
| 5-9................................. | 1570.0 | 1928.0 | 0.9903 | 1813.0 | 0.940 | 1476.0 | 1533.0 | 1884.0 |
| 10-14............................... | 1097.0 | 1489.0 | 0.9907 | 1462.0 | 0.982 | 1077.0 | 1 118.0 | 1519.0 |
| 15-19............................... | 1094.0 | 1059.0 | 0.9873 | 1067.0 | 1.008 | I 103.0 | 1145.0 | ¢109.0 |
| 20-24.............................. | 1117.0 | 1128.0 | 0.9846 | 1089.0 | 0.965 | 1078.0 | 1119.0 | t 132.0 |
| 25-29............................... | 1027.0 | 1 177.0 | 0.9830 | 1061.0 | 0.902 | 926.4 | 962.0 | 1102.0 |
| 30-34.............................. | 735.1 | 985.8 | 0.9813 | 910.7 | 0.924 | 679.2 | 705.3 | 946.3 |
| 35-39............................... | 528.5 | 693.8 | 0.9783 | 666.5 | 0.961 | 507.9 | 527.4 | 692.6 |
| 40-44............................... | 624.7 | 548.4 | 0.9741 | 496.9 | 0.906 | 566.0 | 587.7 | 516.3 |
| 45-49................................ | 475.6 | 500.0 | 0.9660 | 551.3 | 1.103 | \$24.6 | 544.8 | 572.9 |
| S0-54.............................. | 531.0 | 581.2 | 0.9523 | 506.8 | 0.872 | 463.0 | 480.8 | 526.6 |
| S5-59............................... | 310.4 | 369.4 | 0.9272 | 440.9 | 1.194 | 370.6 | 384.8 | 458.1 |
| 60.64. | 389.3 | 461.4 | 0.8829 | 343.6 | 0.745 | 290.0 | 301.1 | 357.0 |
| 65-69............................... | 173.7 | 213.8 | 0.8085 | 256.1 | 1.198 | 208.1 | 216.1 | 266.1 |
| 70-74............................... | 172.1 | 195.7 | 0.6936 | 168.3 | 0.860 | 148.0 | 153.7 | 174.9 |
| 75+.............................. | 159.3 | 182.1 | 0.4414 | 167.2 | 0.918 | 146.2 | 151.8 | 173.6 |
| TOTAL | \$1 893.7 ${ }^{\text {a }}$ | $13591.6^{4}$ |  | 13079.3 |  | 11453.0 | $11892.5{ }^{\text {a }}$ | $13590.4{ }^{4}$ |

[^99]where $\boldsymbol{S}_{7 s_{+}}$is equal to $T_{50} / T_{7 \%}$. The adjusted populations in the open interval are then obeained by multiplying the recorded populations aged $75+$ by $k(75+$ ), so
$$
N(75+)=(159.3)(0.918)=146.2
$$
and
$$
N 2(75+)=(182.1)(0.918)=167.2 .
$$

The first adjustment of the 1960 age distribution is shown in column ( 5 ) in table 206, the adjustinent factors are shown in column (6), and the first adjustment of the 1955 age distribution is shown in column (7).

Seep 3: scating of adjusted age distributions. It wisl be seen that the sum of column (7) in table 206, representing the total adjusted 1955 population, is noc equal to the sum of column (2), representing the total reported 1955 population. This difference is an indication of the actual error in the population aged $0-4$ in 1975 in relation to the overall tevel of enumeration. Therefore, the assumption concerning the completeness of enumeration of the population aged 0-4 can be dropped simply by multiplying the adjusted population of each age group by the ratio of the total reported population to the total adjusted population. Thus, for exampte, the final adjusted popuiation aged 0-4 in 1955 is equal to the first adjusted value given in column (7) of table 206 multiplied by $11,893.7 / 11,453.0$. Columns (8) and (9) show the final adjusted populations for 1955 and 1960 , respectively.

Ansex VI

## ADULT SURVIVORSHIP RATIOS FOR COALE-DEMENY MODEL LIFE TABLES FOR USE WITH ADULT MORTALITY ESTIMATES FROM ORPHANHOOD

Table 207. Female adut sukvivorshif phofatiljties from aoe 25, /(N)//(25). POR MATERNAL ORPHANHOOD ANALYSIS, NORTH MODEL

| Lum |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 35 | * | 4 | 50 | 5 | 50 | $\omega$ | 70 | 7 | \% |
|  | 0.81612 | 0.71871 | 0.62830 | 0.54437 | 0.45942 | 0.36315 | 0.25809 | 0.15340 | 0.06707 | 0.01864 |
| 2............ | 0.83111 | 0.74044 | 0.65504 | 0.57466 | 0.49188 | 0.39682 | 0.29056 | 0.18104 | 0.08593 | 0.02756 |
| 3............ | 0.84472 | 0.76036 | 0.67979 | 0.60300 | 0.52267 | 0.42926 | 0.32265 | 0.20936 | 0.10641 | 0.03819 |
| 4............. | 0.85714 | 0.77870 | 0.70281 | 0.62961 | 0.55191 | 0.46055 | 0.35425 | 0.23817 | 0.12828 | 0.05052 |
| 5............ | 0.86855 | 0.79569 | 0.72431 | 0.65471 | 0.57976 | 0.49076 | 0.38536 | 0.26730 | 0.15137 | 0.06442 |
| 6............ | 0.87910 | 0.81147 | 0.74447 | 0.67844 | 0.60635 | 0.51999 | 0.41594 | 0.29668 | 0.17557 | 0.07981 |
| 7............ | 0.88887 | 0.82625 | 0.76346 | 0.70096 | 0.63178 | 0.54825 | 0.44601 | 0.32618 | 0.20069 | 0.09663 |
| 8............ | 0.89800 | 0.84012 | 0.78139 | 0.72237 | 0.65617 | 0.57560 | 0.47552 | 0.35573 | 0.22663 | 0.11477 |
| 9............ | 0.90653 | 0.85315 | 0.79836 | 0.74276 | 0.67954 | 0.60210 | 0.50447 | 0.38528 | 0.25327 | 0.13414 |
| 10............. | 0.91455 | 0.86546 | 0.81446 | 0.76223 | 0.70203 | 0.62779 | 0.53286 | 0.41475 | 0.28051 | 0.15464 |
| !1............ | 0.92207 | 0.87709 | 0.82977 | 0.78084 | 0.72363 | 0.65271 | 0.56070 | 0.44409 | 0.30822 | 0.17620 |
| 12............ | 0.92917 | 0.88810 | 0.84431 | 0.79862 | 0.74440 | 0.67682 | 0.58802 | 0.47333 | 0.33663 | 0.19919 |
| 13............. | 0.93527 | 0.89769 | 0.85694 | 0.81407 | 0.76244 | 0.69801 | 0.61211 | 0.49920 | 0.36171 | 0.21938 |
| 14................ | 0.94166 | 0.90754 | 0.86987 | 0.82966 | 0.78043 | 0.71864 | 0.63522 | 0.52386 | 0.38567 | 0.23892 |
| 15............ | 0.94781 | 0.91711 | 0.88255 | 0.84509 | 0.79842 | 0.73951 | 0.65892 | 0.54957 | 0.41115 | 0.26023 |
| 16........... | 0.95375 | 0.92641 | 0.89493 | 0.86032 | 0.81635 | 0.76054 | 0.68310 | 0.57623 | 0.43814 | 0.28335 |
| 17............ | 0.95946 | 0.93535 | 0.90699 | 0.87525 | 0.83412 | 0.78162 | 0.70764 | 0.60372 | 0.46653 | 0.30829 |
| 18............ | 0.96490 | 0.94394 | 0.91863 | 0.88983 | 0.85160 | 0.80259 | 0.73238 | 0.63188 | 0.49617 | 0.33499 |
| 19............ | 0.97009 | 0.95216 | 0.92986 | 0.90398 | 0.86876 | 0.82334 | 0.75718 | 0.66051 | 0.52691 | 0.36334 |
| $20 . . . . . . . . . .$. | 0.97502 | 0.96000 | 0.94064 | 0.91768 | 0.88549 | 0.84378 | 0.78184 | 0.68941 | 0.55851 | 0.39317 |
| 21............ | 0.97968 | 0.96744 | 0.95095 | 0.93084 | 0.90170 | 0.86375 | 0.80623 | 0.71836 | 0.59074 | 0.42428 |
| 22............ | 0.98420 | 0.97468 | 0.96101 | 0.94371 | 0.91768 | 0.88312 | 0.82969 | 0.74631 | 0.62208 | 0.45512 |
| 23............ | 0.98914 | 0.98223 | 0.97177 | 0.95764 | 0.93548 | 0.90570 | 0.85843 | 0.78241 | 0.66514 | 0.50029 |
| 24............ | 0.99283 | 0.98819 | 0.98067 | 0.96993 | 0.95216 | 0.92794 | 0.88818 | 0.82177 | 0.71471 | 0.55547 |

Tath: 208. Female aduit survivorship probablities frow aige 25, $l(N) / l(25)$, FOK MATERNAL OMPHANHOOD ANALYSIS, SOUTH MODEL

| Low | Vamatofen |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 35 | $\cdots$ | 4 | 50 | 3 | $\omega$ | 6 | 70 | 7 | $\infty$ |
| 1............ | 0.82910 | 0.74\%7 | 0.67704 | 0.60808 | 0.52828 | 0.43504 | 0.31330 | 0.18642 | 0.07832 | 0.01831 |
| 2............ | 0.84344 | 0.76962 | 0.70119 | 0.63539 | 0.55839 | 0.46719 | 0.34618 | 0.21582 | 0.09859 | 0.02718 |
| 3............ | 0.85653 | 0.78791 | 0.72357 | 0.66093 | 0.58682 | 0.49797 | 0.37832 | 0.24556 | 0.12034 | 0.03768 |
| 4............ | 0.86850 | 0.80483 | 0.74440 | 0.68488 | 0.61370 | 0.52745 | 0.40971 | 0.27550 | 0.14337 | 0.04978 |
| 5............ | 0.87960 | 0.82057 | 0.76391 | 0.70743 | 0.63929 | 0.55579 | 0.44042 | 0.30560 | 0.16753 | 0.06341 |
| $6 . . . . . . . . . .$. | 0.88986 | 0.83526 | 0.78221 | 0.72877 | 0.66366 | 0.58306 | 0.47045 | 0.33572 | 0.19265 | 0.07850 |
| 7............ | 0.89943 | 0.84903 | 0.79948 | 0.74898 | 0.68690 | 0.60933 | 0.49980 | 0.36582 | 0.21859 | 0.09492 |
| 8............ | 0.90838 | 0.86199 | 0.81582 | 0.76821 | 0.70915 | 0.63469 | 0.52851 | 0.39583 | 0.24528 | 0.11262 |
| 9............ | 0.91680 | 0.87420 | 0.83132 | 0.78655 | 0.73050 | 0.65918 | 0.55659 | 0.42570 | 0.27259 | 0.13151 |
| 10............ | 0.92429 | 0.88516 | 0.84531 | 0.80322 | 0.75029 | 0.68222 | 0.58364 | 0.45507 | 0.29991 | 0.15108 |
| 11............. | 0.93208 | 0.89645 | 0.85952 | 0.81992 | 0.76957 | 0.70427 | 0.60894 | 0.48233 | 0.32554 | 0.16966 |
| 12............ | 0.93941 | 0.90715 | 0.87309 | 0.83602 | 0.78831 | 0.72597 | 0.63418 | 0.51005 | 0.35225 | 0.18969 |
| 13............ | 0.94630 | 0.91727 | 0.88605 | 0.85152 | 0.80653 | 0.74726 | 0.65930 | 0.53815 | 0.38000 | 0.21121 |
| 14............ | 0.95279 | 0.92687 | 0.89843 | 0.86642 | 0.82422 | 0.76814 | 0.68424 | 0.56652 | 0.40868 | 0.23416 |
| 15............ | 0.95890 | 0.93595 | 0.91022 | 0.88074 | 0.84136 | 0.78855 | 0.70895 | 0.59506 | 0.43820 | 0.25850 |
| 16............ | 0.96464 | 0.94456 | 0.92149 | 0.89449 | 0.85794 | 0.80848 | 0.73334 | 0.62370 | 0.46844 | 0.28417 |
| 17............ | 0.97007 | 0.95273 | 0.93223 | 0.90769 | 0.87398 | 0.82792 | 0.75738 | 0.65232 | 0.49929 | 0.31107 |
| 18............ | 0.97526 | 0.96055 | 0.94257 | 0.92048 | 0.88943 | 0.84673 | 0.78056 | 0.68022 | 0.53016 | 0.33879 |
| 19............. | 0.98016 | 0.96789 | 0.95234 | 0.93270 | 0.90451 | 0.86538 | 0.80422 | 0.70957 | 0.56385 | 0.37067 |
| 20............ | 0.98427 | 0.97429 | 0.96118 | 0.94415 | 0.91918 | 0.88416 | 0.82888 | 0.74129 | 0.60176 | 0.40831 |
| 21............. | 0.98793 | 0.98005 | 0.96928 | 0.95483 | 0.93315 | 0.90240 | 0.85332 | 0.77345 | 0.64172 | 0.44985 |
| 22................ | 0.99114 | 0.98514 | 0.97658 | 0.96467 | 0.94631 | 0.91994 | 0.87737 | 0.80622 | 0.68377 | 0.49584 |
| 23................ | 0.99383 | 0.98951 | 0.98298 | 0.97353 | 0.95849 | 0.93658 | 0.90078 | 0.83903 | 0.72782 | 0.54670 |
| 24............. | 0.99604 | 0.99312 | 0.98845 | 0.98132 | 0.96954 | 0.95213 | 0.92327 | 0.87164 | 0.77371 | 0.60305 |

Table 209. Female adult survivorship momailitites from age 25 , $/(N) / /(25)$. FOR MATERNAL ORTHANHOOD ANALYSIS, EAST MODEL.

| Lum | Vamafer |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 33 | 0 | s | so | 5 | 60. | 0 | 70 | 7 | 80 |
| :............ | 0.83270 | 0.749\% | 0.67263 | 0.59814 | 0.51336 | 0.40987 | 0.28933 | 0.16797 | 0.07318 | 0.01991 |
| 2............ | 0.84595 | 0.76869 | 0.69563 | 0.62424 | 0.54201 | 0.44032 | 0.31950 | 0.19388 | 0.09051 | 0.02770 |
| 3............ | 0.85815 | 0.78606 | 0.71711 | 0.64883 | 0.56925 | 0.46970 | 0.34925 | 0.22028 | 0.10909 | 0.03678 |
| 4............ | 0.86942 | -0.80223 | 0.73726 | 0.67207 | 0.59527 | 0.49812 | 0.37857 | 0.24710 | 0.12884 | 0.04712 |
| 5............ | 0.87987 | 0.81736 | 0.75623 | 0.69411 | 0.62016 | 0.52563 | 0.40748 | 0.27423 | 0.14960 | 0.05864 |
| 6............. | 0.88964 | 0.83154 | 0.77415 | 0.71508 | 0.64399 | 0.55231 | 0.435\% | 0.30161 | 0.17127 | 0.0713! |
| 7............ | 0.89878 | 0.84492 | 0.79115 | 0.73507 | 0.66690 | 0.57817 | 0.46398 | 0.32913 | 0.19377 | 0.08510 |
| 8............. | 0.90739 | 0.85757 | 0.80730 | 0.75418 | 0.68894 | 0.60329 | 0.49155 | 0.35676 | 0.21699 | 0.09991 |
| 9............ | 0.91548 | 0.86954 | 0.82268 | 0.77245 | 0.71016 | 0.62770 | 0.51867 | 0.38442 | 0.24085 | 0.11570 |
| 10............. | 0.92314 | 0.88091 | 0.83735 | 0.789\% | 0.73063 | 0.65142 | 0.54535 | 0.41210 | 0.26529 | 0.13243 |
| II............ | 0.92986 | 0.89103 | 0.85052 | 0.80575 | 0.74911 | 0.67302 | 0.56987 | 0.43781 | 0.28830 | 0.14857 |
| 12............. | 0.93693 | 0.90141 | 0.86372 | 0.82132 | 0.76708 | 0.69367 | 0.59302 | 0.46193 | 0.30989 | 0.16377 |
| 13............. | 0.94367 | 0.91138 | 0.87655 | 0.83659 | 0.78489 | 0.73439 | 0.61658 | 0.48693 | 0.33277 | 0.18031 |
| 14............ | 0.95007 | 0.92095 | 0.888\% | 0.85151 | 0.80248 | 0.73510 | 0.64047 | 0.51274 | 0.35693 | 0.19830 |
| 15............ | 0.95618 | 0.93012 | 0.90096 | 0.86609 | 0.81983 | 0.75575 | 0.66464 | 0.53929 | 0.38236 | 0.21772 |
| 16.............. | 0.9619 | 0.93891 | 0.91255 | 0.85027 | 0.83688 | 0.77630 | 0.68900 | 0.56652 | 0.40898 | 0.23864 |
| 17............ | 0.96746 | 0.94730 | 0.92372 | 0.89407 | 0.85363 | 0.79665 | 0.74345 | 0.59431 | 0.43672 | 0.26102 |
| $18 . . . . . . . . . . .$. | 0.97268 | 0.95532 | 0.93447 | 0.90745 | 0.86998 | 0.81674 | 0.73787 | 0.62250 | 0.46544 | 0.28478 |
| 19............. | 0.97762 | 0.96297 | 0.94478 | 0.92037 | 0.88591 | 0.83648 | 0.76215 | 0.650\% | 0.49499 | 0.30984 |
| 20........... | 0.98232 | 0.97027 | 0.95468 | 0.93283 | 0.90140 | 0.85584 | 0.78619 | 0.67953 | 0.52520 | 0.33609 |
| 21............. | 0.98679 | 0.97718 | 0.96415 | 0.94512 | 0.91709 | 0.87599 | 0.81200 | 0.71142 | 0.56060 | 0.36845 |
| 22. | 0.99050 | 0.98325 | 0.972\% | 0.95711 | 0.93317 | 0.89753 | 0.84085 | 0.74877 | 0.60424 | 0.41078 |
| 22............ | 0.99368 | 0.98857 | 0.98088 | 0.96827 | 0.94861 | 0.91890 | 0.87039 | 0.78848 | 0.65292 | 0.46070 |
| 24........... | 0.99623 | 0.992\% | 0.98766 | 0.97829 | 0.96308 | 0.93962 | 0.90016 | 0.83034 | 0.70712 | 0.52007 |

Table 210. Female adult sumvivorshif probabluties from aoe 2S. /(N)//(25), For maternal orphanhood analysis, West model.

| Gun | Vamades |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 35 | 4 | 45 | 50 | \$ | $\infty$ | 0 | 70 | 73 | $\infty$ |
| I............ | 0.79384 | 0.69402 | 0.60153 | 0.51694 | 0.42457 | 0.33044 | 0.22690 | 0.13699 | 0.06459 | 0.02138 |
| 2............. | 0.81082 | 0.71760 | 0.62994 | 0.54835 | 0.45786 | 0.36375 | 0.25783 | 0.16222 | 0.08138 | 0.02955 |
| 3............ | 0.82626 | 0.73928 | 0.65638 | 0.57791 | 0.48967 | 0.39616 | 0.28872 | 0.18823 | 0.09959 | 0.03907 |
| 4............ | 0.84043 | 0.75936 | 0.68111 | 0.60588 | 0.52015 | 0.42769 | 0.31945 | 0.21490 | 0.11900 | 0.04984 |
| 5............ | 0.85352 | 0.77805 | 0.70434 | 0.63240 | 0.54940 | 0.45839 | 0.34997 | 0.24207 | 0.13954 | 0.06181 |
| 6............ | 0.86563 | 0.79352 | 0.72623 | 0.65762 | 0.57751 | 0.48827 | 0.38024 | 0.26964 | 0.16106 | 0.07492 |
| 7............ | 0.87690 | 0.81191 | 0.74692 | 0.68165 | 0.60455 | 0.51736 | 0.41020 | 0.29752 | 0.18346 | 0.08913 |
| 8............ | 0.88745 | 0.82734 | 0.76655 | 0.70460 | 0.63061 | 0.54570 | 0.43983 | 0.32560 | 0.20660 | 0.10432 |
| 9............ | 0.89735 | 0.84190 | 0.78520 | 0.72656 | 0.65577 | 0.57331 | 0.46909 | 0.35383 | 0.23044 | 0.12048 |
| 10............ | 0.90666 | 0.85569 | 0.80297 | 0.74762 | 0.68005 | 0.60023 | 0.49800 | 0.38215 | 0.25486 | 0.13750 |
| 11............ | 0.91544 | 0.86875 | 0.81991 | 0.76781 | 0.70351 | 0.62645 | 0.52648 | 0.41049 | 0.27978 | 0.15534 |
| 12............ | 0.92375 | 0.88118 | 0.83611 | 0.78721 | 0.72621 | 0.65202 | 0.55458 | 0.43881 | 0.30515 | 0.17393 |
| 13............ | 0.93149 | 0.89282 | 0.85136 | 0.80560 | 0.74785 | 0.67657 | 0.58183 | 0.46663 | 0.33049 | 0.19291 |
| 14........... | 0.93786 | 0.90263 | 0.86444 | 0.82145 | 0.76668 | 0.69805 | 0.60583 | 0.49114 | 0.35284 | 0.20984 |
| 15............. | 0.94544 | 0.91391 | 0.87900 | 0.83878 | 0.78685 | 0.72080 | 0.63099 | 0.51689 | 0.37650 | 0.22785 |
| 16................ | 0.95264 | 0.92469 | 0.89311 | 0.85577 | 0.80690 | 0.74369 | 0.65668 | 0.54364 | 0.40157 | 0.24737 |
| 17................. | 0.95946 | 0.93501 | 0.90674 | 0.87239 | 0.82672 | 0.76661 | 0.68281 | 0.57128 | 0.42799 | 0.26841 |
| 18............ | 0.9659 | 0.94486 | 0.91988 | 0.88856 | 0.84625 | 0.78948 | 0.70924 | 0.59971 | 0.45568 | 0.29097 |
| 19............ | 0.97197 | 0.95421 | 0.93250 | 0.90426 | 0.86540 | 0.81216 | 0.73583 | 0.62875 | 0.48451 | 0.31497 |
| 20............ | 0.97771 | 0.96311 | 0.94458 | 0.91943 | 0.88409 | 0.83455 | 0.76241 | 0.65823 | 0.51432 | 0.34034 |
| 21............ | 0.98342 | 0.97202 | 0.95668 | 0.93473 | 0.90304 | 0.85751 | 0.78990 | 0.68927 | 0.54638 | 0.36826 |
| $22 . . . . . . . . . . .$. | 0.98853 | 0.9800\% | 0.96806 | 0.94985 | 0.92278 | 0.88265 | 0.82172 | 0.72730 | 0.58822 | 0.40722 |
| 23............... | 0.99266 | 0.98689 | 0.97815 | 0.96389 | 0.94190 | 0.90800 | 0.85511 | 0.76895 | 0.63615 | 0.45408 |
| 24............ | 0.99593 | 0.99245 | 0.98673 | 0.97644 | 0.95983 | 0.93291 | 0.88949 | 0.81415 | 0.69119 | 0.51140 |

Tame 211. Male adult survivorship promabilities from age 32.5, $/(N) / /(32.5)$, FOR PATERNAL ORPHANHOOD ANALYSIS, NORTH MODEL

| Lent | Valus of ace $N$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 40 | 45 | so | 35 | 60 | 6 | 70 | 78 | 30 |
| I............. | 0.82948 | 0.70925 | 0.58760 | 0.46889 | 0.34853 | 0.23327 | 0.13069 | 0.05058 | 0.01068 |
| 2............ | 0.84321 | 0.73109 | 0.61589 | 0.50103 | 0.38221 | 0.26486 | 0.15625 | 0.06666 | 0.01717 |
| 3............ | 0.85562 | 0.75098 | 0.64203 | 0.53129 | 0.41459 | 0.29612 | 0.38259 | 0.08441 | 0.02522 |
| 4............ | 0.86686 | 0.76926 | 0.66640 | 0.55988 | 0.44576 | 0.32699 | 0.20954 | 0.10360 | 0.03486 |
| S............ | 0.87717 | 0.78618 | 0.68921 | 0.58696 | 0.47584 | 0.35739 | 0.23693 | 0.12412 | 0.04601 |
| 6............ | 0.88666 | 0.80191 | 0.71060 | 0.61274 | 0.50486 | 0.38735 | 0.26462 | 0.14578 | 0.05860 |
| 7............ | 0.89545 | 0.81657 | 0.73078 | 0.63727 | 0.53289 | 0.41682 | 0.29253 | 0.16844 | 0.07261 |
| 8............ | 0.90363 | 0.83032 | 0.74982 | 0.66068 | 0.55999 | 0.44575 | 0.32055 | 0.19198 | 0.08791 |
| 9............. | 0.91124 | 0.84322 | 0.76788 | 0.68305 | 0.58619 | 0.47414 | 0.34863 | 0.21632 | 0.10447 |
| 10............ | 0.91838 | 0.85538 | 0.78500 | 0.70449 | 0.61155 | 0.50202 | 0.37669 | 0.24130 | 0.12218 |
| 11............ | 0.92506 | 0.86686 | 0.80129 | 0.72502 | 0.63609 | 0.52934 | 0.40468 | 0.26684 | 0.14096 |
| 12............ | 0.93136 | 0.87771 | 0.81679 | 0.74479 | 0.66032 | 0.55679 | 0.43331 | 0.29371 | 0.16151 |
| 13............ | 0.93662 | 0.88696 | 0.83032 | 0.76206 | 0.68116 | 0.58026 | 0.45775 | 0.31666 | 0.17917 |
| 14............ | 0.94181 | 0.89586 | 0.84289 | 0.77786 | 0.70016 | 0.60165 | 0.48018 | 0.33805 | 0.19597 |
| 15............ | 0.94693 | 0.90470 | 0.85548 | 0.79388 | 0.71959 | 0.62370 | 0.50380 | 0.36100 | 0.21448 |
| 16............ | 0.95198 | 0.91347 | 0.86806 | 0.81004 | 0.73942 | 0.64675 | 0.52857 | 0.38554 | 0.23479 |
| 17..-......... | 0.95691 | 0.92209 | 0.88055 | 0.82624 | 0.75951 | 0.67026 | 0.55436 | 0.41161 | 0.25691 |
| 18............ | 0.96171 | 0.93054 | 0.89288 | 0.84238 | 0.77973 | 0.69423 | 0.58104 | 0.43910 | 0.28085 |
| 19............ | 0.96635 | 0.93875 | 0.90495 | 0.85835 | 0.79993 | 0.71846 | 0.60842 | 0.46786 | 0.30651 |
| 20........... | 0.97082 | 0.94669 | 0.91671 | 0.87405 | 0.81999 | 0.74277 | 0.63630 | 0.49768 | 0.33376 |
| 21............ | 0.97509 | 0.95433 | 0.92810 | 0.88938 | 0.83975 | 0.76702 | 0.66445 | 0.52834 | 0.36244 |
| 22............ | 0.97927 | 0.96177 | 0.93874 | 0.90343 | 0.85754 | 0.78883 | 0.69009 | 0.55677 | 0.38987 |
| 23............ | 0.98403 | 0.97002 | 0.95106 | 0.92065 | 0.88050 | 0.81840 | 0.72651 | 0.59915 | 0.43289 |
| 24............. | 0.98840 | 0.97800 | 0.96343 | 0.93865 | 0.90526 | 0.85142 | 0.76876 | 0.65043 | 0.48761 |

Table 212. Male adult survivorship probabizmes from age 32.5. I(N)//(32.5), FOK Paternal orphanhood analysis. SOUTH model

| Lent | Vaburefas $N$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\pm$ | 45 | so | ss | 60 | 65 | * | 73 | $\infty$ |
| 1............ | 0.86716 | 0.77288 | 0.67577 | 0.57020 | 0.45506 | 0.32438 | 0.19543 | 0.08695 | 0.02362 |
| 2............. | 0.87767 | 0.78957 | 0.69760 | 0.59599 | 0.48333 | 0.35315 | 0.22101 | 0.10483 | 0.03185 |
| 3............ | 0.88715 | 0.80481 | 0.71769 | 0.62005 | 0.51007 | 0.38089 | 0.24640 | 0.12342 | 0.04105 |
| 4............ | 0.89585 | 0.81883 | 0.73636 | 0.64261 | 0.53546 | 0.40770 | 0.27155 | 0.14257 | 0.05120 |
| 5............ | 0.90383 | 0.83182 | 0.75377 | 0.66383 | 0.55964 | 0.43363 | 0.29644 | 0.16223 | 0.06215 |
| $6 . . . . . . . . . .$. | 0.91120 | 0.84390 | 0.77008 | 0.68388 | 0.58268 | 0.45870 | 0.32103 | 0.18224 | 0.07390 |
| 7............. | 0.91805 | 0.85519 | 0.78542 | 0.70287 | 0.60471 | 0.48298 | 0.34531 | 0.20256 | 0.08631 |
| 8............. | 0.92442 | 0.86577 | 0.79987 | 0.72093 | 0.62581 | 0.50653 | 0.36924 | 0.22310 | 0.09935 |
| 9............ | 0.93042 | 0.87573 | 0.81356 | 0.73810 | 0.64609 | 0.52938 | 0.39280 | 0.24384 | 0.112\% |
| 10............ | 0.93546 | 0.88419 | 0.82525 | 0.75298 | 0.66384 | 0.54963 | 0.41394 | 0.26271 | 0.12571 |
| 11.............. | 0.94036 | 0.89234 | 0.83652 | 0.76727 | 0.68078 | 0.56898 | 0.43431 | 0.28106 | 0.13828 |
| 12........... | 0.94557 | 0.90102 | 0.84843 | 0.78217 | 0.69841 | 0.58911 | 0.45563 | 0.30063 | 0.15198 |
| 13............ | 0.95055 | 0.90939 | 0.86000 | 0.79680 | 0.71589 | 0.60931 | 0.47735 | 0.32098 | 0.16661 |
| 14............ | 0.95528 | 0.91741 | 0.87123 | 0.81112 | 0.73316 | 0.62951 | 0.49940 | 0.34206 | 0.18217 |
| 15............ | 0.95979 | 0.92511 | 0.88207 | 0.82509 | 0.75018 | 0.64968 | 0.52172 | 0.36379 | 0.19862 |
| 16............ | 0.96408 | 0.93250 | 0.89255 | 0.83870 | 0.76693 | 0.66972 | 0.54421 | 0.38607 | 0.21592 |
| 17............ | 0.96816 | 0.93956 | 0.90264 | 0.85193 | 0.78336 | 0.68958 | 0.56678 | 0.40886 | 0.23401 |
| 18............ | 0.97208 | 0.94637 | 0.91245 | 0.86486 | 0.79956 | 0.70937 | 0.58955 | 0.43223 | 0.25300 |
| 19............ | 0.97687 | 0.95479 | 0.92454 | 0.88076 | 0.81932 | 0.73360 | 0.61794 | 0.46226 | 0.27824 |
| $20.1 . . . . . . . .$. | 0.98077 | 0.96180 | 0.93505 | 0.89523 | . 0.83824 | 0.75777 | 0.64724 | 0.49447 | 0.30671 |
| 21............. | 0.98437 | 0.96843 | 0.94520 | 0.90954 | 0.85737 | 0.78276 | 0.67824 | 0.52955 | 0.33892 |
| 22:.......... | 0.98770 | 0.97469 | 0.95500 | 0.92368 | 0.87673 | 0.80862 | 0.71119 | 0.56804 | 0.37583 |
| 23............ | 0.99074 | 0.98050 | 0.96434 | 0.93755 | 0.89624 | 0.83537 | 0.74621 | 0.61046 | 0.41846 |
| 24............ | 0.99344 | 0.98580 | 0.97310 | 0.95098 | 0.91575 | 0.86291 | 0.78342 | 0.65734 | 0.46815 |

Talle 213. Male adult survivorship probablities from age 32.5, $l(N) / /(32.5)$, FOA PATERNAL ORPHANHOOD ANALYSIS, EAST MODEL.

| Snod | Vodue of wien |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdots$ | 15 | so | 3 | $\infty$ | 65 | 70 | 73 | $\pm$ |
| 1............ | 0.86251 | 0.75843 | 0.64935 | 0.53757 | 0.42175 | 0.30226 | 0.18412 | 0.08791 | 0.02798 |
| 2............ | 0.87299 | 0.77559 | 0.67196 | 0.56368 | 0.44918 | 0.32859 | 0.20651 | 0.10329 | 0.03548 |
| 3,........... | 0.88261 | 0.79147 | 0.69303 | 0.58828 | 0.47540 | 0.35426 | 0.22886 | 0.11922 | 0.04373 |
| 4............ | 0.89144 | 0.80618 | 0.71278 | 0.61158 | 0.50057 | 0.37925 | 0.25113 | 0.13559 | 0.05261 |
| 5............ | 0.89\%61 | 0.81990 | 0.73137 | 0.63369 | 0.52472 | 0.40359 | 0.27327 | 0.15233 | 0.06207 |
| 6............. | 0.90720 | 0.83275 | 0.74890 | 0.65479 | 0.54797 | 0.42735 | 0.29525 | 0.16938 | 0.07211 |
| 7............ | 0.91432 | 0.84483 | 0.76551 | 0.67491 | 0.57038 | 0.45051 | 0.31706 | 0.18670 | 0.08266 |
| 8............ | 0.92097 | 0.85622 | 0.78127 | 0.69414 | 0.59200 | 0.47312 | 0.33866 | 0.20423 | 0.09366 |
| 9............ | 0.92722 | 0.86698 | 0.79627 | 0.71259 | 0.61288 | 0.49516 | 0.36003 | $0.2219]$ | 0.10506 |
| 10............ | 0.93312 | 0.87719 | 0.81055 | 0.73029 | 0.63306 | 0.51670 | 0.38119 | 0.23973 | 0.11686 |
| 11............ | 0.93853 | 0.88663 | 0.82383 | 0.74675 | 0.65193 | 0.53683 | 0.40099 | 0.25643 | 0.12806 |
| 12............ | 0.94337 | 0.89497 | 0.83540 | 0.76093 | 0.66801 | 0.55394 | 0.41790 | 0.27087 | 0.13787 |
| 13............ | 0.94810 | 0.90318 | 0.84693 | 0.77521 | 0.68436 | 0.57154 | 0.43552 | 0.28618 | 0.14847 |
| 14............ | 0.95272 | 0.91126 | 0.85838 | 0.78954 | 0.70095 | 0.58960 | 0.45385 | 0.30235 | 0.15991 |
| 15............ | 0.95723 | 0.91921 | 0.86973 | 0.80388 | 0.71773 | 0.60808 | 0.47285 | 0.31939 | 0.1722 |
| 16............ | . 0.96161 | 0.92698 | 0.88093 | 0.81819 | 0.73463 | 0.62692 | 0.49246 | 0.33726 | 0.18540 |
| 17............ | 0.96587 | 0.93456 | 0.89195 | 0.83241 | 0.75160 | 0.64602 | 0.51263 | 0.35593 | 0.19944 |
| 18............. | 0.96997 | 0.94193 | 0.90276 | 0.84645 | 0.76853 | 0.66529 | 0.53322 | 0.37530 | 0.21431 |
| 19........... | 0.97393 | 0.94907 | 0.91329 | 0.86027 | 0.78535 | 0.68462 | 0.55414 | 0.39527 | 0.22993 |
| 20............ | 0.97772 | 0.95596 | 0.92352 | 0.87381 | 0.80195 | 0.70391 | 0.57525 | 0.41573 | 0.24625 |
| 21............ | 0.98138 | 0.96265 | 0.93379 | 0.88787 | 0.81982 | 0.72541 | 0.59972 | 0.44052 | 0.26694 |
| 22............ | 0.98527 | 0.97002 | 0.94542 | 0.90444 | 0.84165 | 0.75251 | 0.63148 | 0.47365 | 0.29560 |
| 23............ | 0.98897 | 0.97712 | 0.95699 | 0.92147 | 0.86483 | 0.78223 | 0.66744 | 0.51256 | 0.33076 |
| 24............ | 0.99237 | 0.98379 | 0.96823 | 0.93875 | 0.88934 | 0.81488 | 0.70848 | 0.55892 | 0.37482 |

Table 214. Male adult survivorship probabilties from aoe 32.5, $l(N) / l(32.5)$, for faternal orphanhood analysis, West model

| Sowt | Votme ofere ${ }^{\text {N }}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 40 | 4 | so | 33 | $\infty$ | 6 | 20 | 7s | $\infty$ |
| 1............. | 0.80605 | 0.67240 | 0.54608 | 0.41998 | 0.30638 | 0.19863 | 0.11122 | 0.04920 | 0.01436 |
| 2............. | 0.82220 | 0.69724 | 0.57666 | 0.45353 | 0.33924 | 0.22762 | 0.13323 | 0.06271 | 0.02026 |
| 3............. | 0.83682 | 0.72006 | 0.60519 | 0.48545 | 0.37127 | 0.25662 | 0.15610 | 0.07747 | 0.02717 |
| 4............ | 0.85017 | 0.74116 | 0.63195 | 0.51590 | 0.40239 | 0.28557 | 0.17964 | 0.09332 | 0.03513 |
| 5............. | 0.86242 | 0.76080 | 0.65716 | 0.54503 | 0.43270 | 0.31438 | 0.20375 | 0.11016 | 0.04404 |
| 6............ | 0.87374 | 0.77909 | 0.68096 | 0.57293 | 0.46217 | 0.34298 | 0.22828 | 0.12788 | 0.05385 |
| 7............ | 0.88423 | 0.79625 | 0.70351 | 0.59969 | 0.49088 | 0.37134 | 0.25317 | 0.14640 | 0.06455 |
| 8............ | 0.89402 | 0.81237 | 0.72491 | 0.62541 | 0.51879 | 0.39939 | 0.27831 | 0.16560 | 0.07608 |
| 9............. | 0.90317 | 0.82758 | 0.74529 | 0.65015 | 0.54599 | 0.42713 | 0.30365 | 0.18542 | 0.08837 |
| 10............ | 0.91176 | 0.84197 | 0.76472 | 0.67398 | 0.57248 | 0.45452 | 0.32909 | 0.20577 | 0.10138 |
| 11............ | 0.91983 | 0.85561 | 0.78329 | 0.69694 | 0.59826 | 0.48154 | 0.35460 | 0.22660 | 0.11506 |
| 12............ | 0.92743 | 0.86855 | 0.80103 | 0.71909 | 0.62338 | 0.50818 | 0.38010 | 0.24782 | 0.12936 |
| 13............ | 0.93453 | 0.88079 | 0.81806 | 0.74082 | 0.64844 | 0.53511 | 0.40628 | 0.26988 | 0.14454 |
| 14............ | 0.94138 | 0.89241 | 0.83392 | 0.76048 | 0.67065 | 0.55874 | 0.42912 | 0.28919 | 0.15791 |
| 15............ | 0.94757 | 0.90297 | 0.84843 | 0.77868 | 0.69149 | 0.58122 | 0.45116 | 0.30817 | 0.17132 |
| 16............ | 0.95359 | 0.91333 | 0.86287 | 0.79701 | 0.71276 | 0.60449 | 0.47436 | 0.32849 | 0.18601 |
| 17............ | 0.95942 | 0.92348 | 0.87718 | 0.81541 | 0.73438 | 0.62848 | 0.49863 | 0.35014 | 0.20199 |
| 18............. | 0.96505 | 0.93336 | 0.89127 | 0.83375 | 0.75620 | 0.65303 | 0.52388 | 0.37305 | 0.21927 |
| 19............. | 0.97047 | 0.94295 | 0.90507 | 0.85193 | 0.77812 | 0.67803 | 0.54997 | 0.39715 | 0.23784 |
| 20............... | 0.97565 | 0.95222 | 0.91855 | 0.86988 | 0.79999 | 0.70331 | 0.57674 | 0.42230 | 0.25763 |
| 21............ | 0.98043 | 0.96070 | 0.93108 | 0.88673 | 0.82107 | 0.72832 | 0.60399 | 0.44869 | 0.27905 |
| 22............ | 0.98520 | 0.96963 | 0.94495 | 0.90646 | 0.84687 | 0.76030 | 0.64034 | 0.48554 | 0.31049 |
| 23................. | 0.98965 | 0.97817 | 0.95870 | 0.92673 | 0.87442 | 0.79575 | 0.68224 | 0.52974 | 0.349\% |
| 24............. | 0.99355 | 0.98588 | 0.97169 | 0.94680 | 0.90310 | 0.83445 | 0.73022 | 0.58304 | 0.40035 |

Table 215. Male adult survivotship promallitiEs from age 37.5. / ( $N$ )//(37.5). POR PATEENAL ORTHANHOOD ANALYSIS, NORTH MODEL

| 4 | Vame ofay |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 45 | so | 35 | 60 | 6 | 70 | 73 | 2 |
| I............ | 0.79981 | 0.66263 | 0.52876 | 0.39304 | 0.26305 | 0.14737 | 0.05704 | 0.01205 |
| 2............ | 0.81591 | 0.68735 | 0.55916 | 0.42655 | 0.29559 | 0.17438 | 0.07440 | 0.01917 |
| 3............ | 0.83038 | 0.70991 | 0.58747 | 0.45842 | 0.32743 | 0.20190 | 0.09334 | 0.02789 |
| 4............ | 0.84355 | 0.73075 | 0.61394 | 0.48881 | 0.35856 | 0.22978 | 0.11360 | 0.03822 |
| 5............ | 0.85563 | 0.75009 | 0.63881 | 0.51788 | 0.38896 | 0.25785 | 0.13508 | 0.05007 |
| 6............ | 0.86676 | 0.76807 | 0.66229 | 0.54569 | 0.41867 | 0.28602 | 0.15757 | 0.06334 |
| 7............. | 0.87707 | 0.78491 | 0.68448 | 0.57236 | 0.44769 | 0.31420 | 0.18092 | 0.07798 |
| 8............. | 0.88664 | 0.80069 | 0.70550 | 0.59797 | 0.47599 | 0.34230 | 0.20501 | 0.09388 |
| 9............ | 0.89558 | 0.81556 | 0.72547 | 0.62259 | 0.50358 | 0.37028 | 0.22975 | 0.110\% |
| $10 . . . . . . . . . .$. | 0.90396 | 0.82958 | 0.74450 | 0.64628 | 0.53053 | 0.39808 | 0.25500 | 0.12912 |
| 11............ | 0.91183 | 0.84286 | 0.76264 | 0.66909 | 0.55680 | 0.42567 | 0.28068 | 0.14827 |
| 12............ | 0.91922 | 0.85542 | 0.78001 | 0.69155 | 0.58312 | 0.45381 | 0.30760 | 0.16915 |
| 13............ | 0.92555 | 0.86644 | 0.79521 | 0.71080 | 0.60550 | 0.47766 | 0.33044 | 0.18697 |
| 14............ | 0.93150 | 0.87642 | 0.80880 | 0.72801 | 0.62558 | 0.49928 | 0.35149 | 0.20377 |
| 15............ | 0.93739 | 0.88639 | 0.82256 | 0.74560 | 0.64624 | 0.52200 | 0.37404 | 0.22223 |
| 16............ | 0.94322 | 0.89634 | 0.83643 | 0.76350 | 0.66781 | 0.54578 | 0.39810 | 0.24243 |
| 17............ | 0.94894 | 0.90619 | 0.85029 | 0.78162 | 0.68977 | 0.57050 | 0.42360 | 0.26439 |
| 18............. | 0.95453 | 0.91590 | 0.86409 | 0.79983 | 0.71212 | 0.59602 | 0.45043 | 0.28809 |
| 19............ | 0.95995 | 0.92539 | 0.87773 | 0.81800 | 0.73468 | 0.62216 | 0.47843 | 0.31343 |
| $20 . . . . . . . . . .$. | 0.96517 | 0.93461 | 0.89112 | 0.83600 | 0.75727 | 0.64873 | 0.50739 | 0.34027 |
| 21............ | 0.97019 | 0.94353 | 0.90416 | 0.85371 | 0.77977 | 0.67549 | 0.53712 | 0.36846 |
| 22............ | 0.97504 | 0.95169 | 0.91590 | 0.86937 | 0.79972 | 0.69\%62 | 0.56445 | 0.39525 |
| 23............ | 0.98024 | 0.96108 | 0.93035 | 0.88978 | 0.82702 | 0.73417 | 0.60546 | 0.43745 |
| 24............ | 0.98546 | 0.97078 | 0.94581 | 0.91216 | 0.85791 | 0.77462 | 0.65539 | 0.49133 |

Table 216. Male abut survivorship promablities from age 37.5. $/(\mathrm{N}) /(\mathbf{3 7 . 5})$. fok paternal orphanhood analrsis, South model

| Lem | Vameray |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 45 | so | 35 | $\infty$ | ${ }^{4}$ | \% | 75 | 80 |
| 1............ | 0.84796 | 0.74142 | 0.62559 | 0.49927 | 0.35589 | 0.21441 | 0.09540 | 0.02591 |
| 2............ | 0.85955 | 0.75942 | 0.64881 | 0.52617 | 0.38445 | 0.24060 | 0.11412 | 0.03467 |
| 3............ | 0.87008 | 0.77589 | 0.67033 | 0.55143 | 0.41178 | 0.26638 | 0.13343 | 0.04438 |
| 4............ | 0.87965 | 0.79106 | 0.69035 | 0.57524 | 0.43798 | 0.29172 | 0.15317 | 0.05500 |
| 5........... | 0.88848 | 0.80512 | 0.70904 | 0.59776 | 0.46316 | 0.31663 | 0.17328 | 0.06639 |
| 6............ | 0.89664 | 0.81821 | 0.72662 | 0.61909 | 0.48737 | 0.34110 | 0.19363 | 0.07852 |
| 7............ | 0.90422 | 0.83045 | 0.74317 | 0.63938 | 0.51067 | 0.36511 | 0.21417 | 0.09126 |
| 8............ | 0.91129 | 0.84193 | 0.75883 | 0.65872 | 0.53316 | 0.38865 | 0.23483 | 0.10457 |
| 9............ | 0.91790 | 0.85273 | 0.77364 | 0.67720 | 0.55488 | 0.41172 | 0.25558 | 0.11840 |
| 10............ | 0.92350 | 0.86194 | 0.78646 | 0.69336 | 0.57407 | 0.43234 | 0.27439 | 0.13130 |
| 11............ | 0.92883 | 0.87074 | 0.79865 | 0.70863 | 0.59225 | 0.45208 | 0.29256 | 0.14394 |
| 12............ | 0.93449 | 0.87994 | 0.81122 | 0.72435 | 0.61099 | 0.47255 | 0.31180 | 0.15763 |
| 13............ | 0.93993 | 0.88889 | 0.82356 | 0.73993 | 0.62977 | 0.49338 | 0.33176 | 0.17220 |
| 14............. | 0.94515 | 0.89756 | 0.83564 | 0.75533 | 0.64855 | 0.51450 | 0.35240 | 0.18767 |
| 15............ | 0.95015 | 0.90594 | 0.84742 | 0.77049 | 0.66727 | 0.53584 | 0.37363 | 0.20399 |
| 16............ | 0.95495 | 0.91404 | 0.85889 | 0.78539 | 0.68584 | 0.55731 | 0.39537 | 0.22111 |
| 17............ | 0.95952 | 0.92182 | 0.87003 | 0.80001 | 0.70423 | 0.57882 | 0.41735 | 0.23898 |
| 18............ | 0.96393 | 0.92937 | 0.88091 | 0.81439 | 0.72253 | 0.60049 | 0.44025 | 0.25770 |
| 19............ | 0.96937 | 0.93866 | 0.89421 | 0.83184 | 0.74480 | 0.62738 | 0.46932 | 0.28249 |
| 20............ | 0.97395 | 0.94686 | 0.90654 | 0.84883 | 0.76734 | 0.65541 | 0.50071 | 0.31058 |
| 21............ | 0.97833 | 0.95486 | 0.91884 | 0.86614 | 0.79076 | 0.68518 | 0.53496 | 0.34239 |
| 22............ | 0.98249 | 0.96264 | 0.93108 | 0.88375 | 0.81510 | 0.71689 | 0.57259 | 0.37884 |
| 23............. | 0.98638 | 0.97012 | 0.94317 | 0.90162 | 0.84038 | 0.75069 | 0.61412 | 0.42097 |
| 24............. | 0.98996 | 0.97721 | 0.95500 | 0.91962 | 0.86656 | 0.78673 | 0.66012 | 0.47013 |

Tamle 217. Male adult survivonship mozabilities from age 37.5. I( $N$ )//(37.5). poi paternal orphanhood anal Ysis, East model

| Lunt | Vimefin |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 13 | so | 3 | 60 | 4 | 70 | 7 | 80 |
| I............. | 0.83337 | 0.71351 | 0.59069 | 0.46342 | 0.33212 | 0.20232 | 0.09660 | 0.03074 |
| 2............ | 0.84576 | 0.73276 | 0.61468 | 0.48982 | 0.35832 | 0.22519 | 0.11263 | 0.03869 |
| 3............. | 0.85713 | 0.75053 | 0.63708 | 0.51484 | 0.38366 | 0.24785 | 0.12911 | 0.04736 |
| 4............ | 0.86759 | 0.76707 | 0.65817 | 0.53870 | 0.40813 | 0.27026 | 0.14592 | 0.05662 |
| 5............ | 0.87727 | 0.78254 | 0.67803 | 0.56144 | 0.43183 | 0.29239 | 0.16298 | 0.06642 |
| 6............ | 0.88628 | 0.79704 | 0.69688 | 0.58320 | 0.45483 | 0.31423 | 0.18027 | 0.07675 |
| 7............ | 0.89469 | 0.81068 | 0.71474 | 0.60404 | 0.47710 | 0.33577 | 0.19778 | 0.08754 |
| 8............ | 0.90258 | 0.82357 | 0.73173 | 0.62405 | 0.49874 | 0.35700 | 0.21529 | 0.09873 |
| 9............. | 0.90999 | 0.83577 | 0.74795 | 0.64329 | 0.51973 | 0.37789 | 0.23292 | 0.11028 |
| 10............ | 0.91700 | 0.84734 | 0.76343 | 0.66179 | 0.54015 | 0.39848 | 0.25061 | 0.12216 |
| 11........... | 0.92346 | 0.85806 | 0.77777 | 0.67901 | 0.55913 | 0.41765 | 0.26709 | 0.13338 |
| 12............ | 0.92909 | 0.86725 | 0.78994 | 0.69348 | 0.57506 | 0.43383 | 0.28120 | 0.14312 |
| 13........... | 0.93461 | 0.87641 | 0.80218 | 0.70817 | 0.59143 | 0.45068 | 0.29614 | 0.15364 |
| 14............ | 0.94004 | 0.88548 | 0.81448 | 0.72308 | 0.60822 | 0.46818 | 0.31190 | 0.16496 |
| 15........... | 0.94537 | 0.89449 | 0.82676 | 0.73816 | 0.62539 | 0.48631 | 0.32849 | 0.17713 |
| 16............ | 0.95057 | 0.90335 | 0.83902 | 0.75332 | 0.64287 | 0.50500 | 0.34585 | 0.19012 |
| 17............ | 0.95564 | 0.91207 | 0.85118 | 0.76856 | 0.66059 | 0.52419 | 0.36395 | 0.20394 |
| 18............ | 0.96056 | 0.92061 | 0.86319 | 0.78372 | 0.67844 | 0.54377 | 0.38272 | 0.21855 |
| 19............ | 0.96531 | 0.92892 | 0.87499 | 0.79879 | 0.69633 | 0.56362 | 0.40203 | 0.23387 |
| 20............ | 0.96989 | 0.93698 | 0.88654 | 0.81364 | 0.71417 | 0.58363 | 0.42179 | 0.24984 |
| 21............ | 0.97433 | 0.94512 | 0.89864 | 0.82976 | 0.73421 | 0.60699 | 0.44586 | 0.27018 |
| 22............ | 0.97929 | 0.95446 | 0.91309 | 0.84970 | 0.75970 | 0.63751 | 0.47817 | 0.29843 |
| 23............ | 0.98408 | 0.96382 | 0.92804 | 0.87100 | 0.78781 | 0.67220 | 0.51622 | 0.33312 |
| 24............. | 0.98862 | 0.97299 | 0.94336 | 0.89371 | 0.81889 | 0.71196 | 0.56166 | 0.37666 |

Table 218. Male adult survivorship probabllities from age 37.5, $/(N) / /(37.5)$. FOR PATEENAL ORPHANHOOD ANALYSIS, WEST MODEL

| Lam | $v$ vexas |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 45 | 50 | ss | + | $\omega$ | 7 | 75 | 20 |
|  | 0.77179 | 0.62680 | 0.48206 | 0.35166 | 0.22799 | 0.12766 | 0.05647 | 0.01648 |
| 2............. | 0.79036 | 0.65367 | 0.51410 | 0.38455 | 0.25801 | 0.15103 | 0.07109 | 0.02296 |
| 3............ | 0.80717 | 0.67840 | 0.54417 | 0.41618 | 0.28767 | 0.17498 | 0.08685 | 0.03045 |
| 4............ | 0.82252 | 0.70132 | 0.57254 | 0.44656 | 0.31692 | 0.19936 | 0.10357 | 0.03899 |
| 5............ | 0.83667 | 0.72269 | 0.59939 | 0.47585 | 0.34573 | 0.22407 | 0.12114 | 0.04843 |
| 6............. | 0.84970 | 0.74267 | 0.62485 | 0.50406 | 0.37407 | 0.24897 | 0.13947 | 0.05873 |
| 1............ | 0.86182 | 0.76144 | 0.64908 | 0.53131 | 0.40192 | 0.27402 | 0.15846 | 0.06987 |
| 8............. | 0.87310 | 0.77910 | 0.67217 | 0.55758 | 0.42925 | 0.29912 | 0.17799 | 0.08177 |
| 9............ | 0.88367 | 0.79580 | 0.69422 | 0.58300 | 0.45608 | 0.32423 | 0.19798 | 0.09436 |
| 10............ | 0.89360 | 0.81161 | 0.71531 | 0.60758 | 0.48239 | 0.34927 | 0.21839 | 0.10759 |
| 11................ | 0.90294 | 0.82662 | 0.73550 | 0.63136 | 0.50818 | 0.37421 | 0.23914 | 0.12143 |
| 12................ | 0.91176 | 0.84088 | 0.75486 | 0.65439 | 0.53346 | 0.39901 | 0.26015 | 0.13580 |
| 13................ | 0.92008 | 0.85455 | 0.77387 | 0.67736 | 0.55898 | 0.42441 | 0.28192 | 0.15099 |
| 14................ | 0.92782 | 0.86701 | 0.79066 | 0.69727 | 0.58092 | 0.44615 | 0.30067 | 0.16418 |
| 15............ | 0.93483 | 0.87837 | 0.80616 | 0.71589 | 0.60173 | 0.46708 | 0.31905 | 0.17737 |
| 16............ | 0.94170 | 0.88968 | 0.82177 | 0.73490 | 0.62327 | 0.48910 | 0.33869 | 0.19179 |
| 17............ | 0.94842 | 0.90087 | 0.83743 | 0.75421 | 0.64545 | 0.51210 | 0.35959 | 0.20744 |
| $18 . . . . . . . . . . .$. | 0.95496 | 0.91189 | 0.85304 | 0.77369 | 0.66814 | 0.53599 | 0.38168 | 0.22434 |
| 19............. | 0.96128 | 0.92267 | 0.86849 | 0.79324 | 0.69121 | 0.56066 | 0.40487 | 0.24246 |
| 20............... | 0.96738 | 0.93318 | 0.88373 | 0.81273 | 0.71452 | 0.58592 | 0.42903 | 0.26173 |
| 21............. | 0.97292 | 0.94293 | 0.89802 | 0.83152 | 0.73759 | 0.61168 | 0.45440 | 0.28260 |
| $22 . . . . . . . . . . .$. | 0.97891 | 0.95399 | 0.91513 | 0.85497 | 0.76757 | 0.64647 | 0.49018 | 0.31346 |
| 23............ | 0.98467 | 0.96507 | 0.93289 | 0.88024 | 0.80104 | 0.68677 | 0.53326 | 0.35229 |
| 24............. | 0.98993 | 0.97568 | 0.95070 | 0.90682 | 0.83788 | 0.73323 | 0.58544 | 0.40200 |

## Anvex VII

## ADULT SURVIVORSHIP RATIOS FROM COALE-DEMENY MODEL LIFE TABLES FOR USE WITH ADULT MORTALITY ESTIMATES FROM WIDOWHOOD

Table 219. Female adult suivivorship probabilities from age 20, $l(N) / /(20)$, for analysis based on SURVIVAL OF FIRST WIFE, NORTH MODEL

| Law | Velues ofay N |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 30 | 35 | * 0 | 45 | so | 35 | 60 |
| 1............. | 0.92368 | 0.84158 | 0.75384 | 0.66386 | 0.58035 | 0.50282 | 0.42436 | 0.33544 |
| 2........... | 0.93018 | 0.85452 | 0.77309 | 0.68875 | 0.60931 | 0.53454 | 0.45754 | 0.36912 |
| 3............ | 0.93598 | 0.86622 | 0.79065 | 0.71169 | 0.63628 | 0.56440 | 0.48922 | 0.40178 |
| 4............ | 0.94124 | 0.87690 | 0.80678 | 0.73295 | 0.66152 | 0.59262 | 0.51948 | 0.43350 |
| S............ | 0.94604 | 0.88669 | 0.82168 | 0.75275 | 0.68523 | 0.61938 | 0.54848 | 0.46428 |
| $6 . . . . . . . . . . .$. | 0.95046 | 0.89574 | 0.83555 | 0.77128 | 0.70759 | 0.64483 | 0.57631 | 0.49423 |
| 7............ | 0.95452 | 0.90411 | 0.84845 | 0.78868 | 0.72874 | 0.66909 | 0.60305 | 0.52332 |
| 8............ | 0.95830 | 0.91193 | 0.86056 | 0.80509 | 0.74881 | 0.69225 | 0.62881 | 0.55160 |
| 9............. | 0.96182 | 0.91922 | 0.87192 | 0.82058 | 0.76788 | 0.71441 | 0.65360 | 0.57911 |
| 10............ | 0.96511 | 0.92608 | 0.88264 | 0.83527 | 0.78605 | 0.73564 | 0.67753 | 0.60589 |
| 11........... | 0.96819 | 0.93253 | 0.89274 | 0.84919 | 0.80338 | 0.75601 | 0.70061 | 0.63194 |
| 12............ | 0.97108 | 0.93859 | 0.90230 | 0.86242 | 0.81990 | 0.77553 | 0.72288 | 0.65725 |
| 13............ | 0.97350 | 0.94372 | 0.91049 | 0.87390 | 0.83424 | 0.79250 | 0.74224 | 0.67951 |
| 14............ | 0.97615 | 0.94925 | 0.91921 | 0.88590 | 0.84913 | 0.80988 | 0.76182 | 0.70150 |
| 15............ | 0.97870 | 0.95457 | 0.92762 | 0.99758 | 0.86375 | 0.82709 | 0.78142 | 0.72376 |
| 16............. | 0.98113 | 0.95970 | 0.93577 | 0.90893 | 0.87805 | 0.84409 | 0.80096 | 0.74620 |
| 17............ | 0.98346 | 0.96463 | 0.94360 | 0.91989 | 0.89199 | 0.86078 | 0.82033 | 0.76869 |
| 18............. | 0.98569 | 0.96933 | 0.95110 | 0.93043 | 0.90549 | 0.87710 | 0.83942 | 0.79111 |
| 19............ | 0.98777 | 0.97379 | 0.95823 | 0.94052 | 0.91850 | 0.89293 | 0.85815 | 0.81328 |
| 20............ | 0.98975 | 0.97801 | 0.96503 | 0.95016 | 0.93100 | 0.90827 | 0.87641 | 0.83513 |
| 21............. | 0.99163 | 0.98203 | 0.97148 | 0.95935 | 0.94299 | 0.92306 | 0.89416 | 0.85653 |
| 22............ | 0.99342 | 0.98589 | 0.97773 | 0.96827 | 0.95469 | 0.93750 | 0.91164 | 0.87731 |
| 23............ | 0.99572 | 0.99058 | 0.98491 | 0.97804 | 0.96762 | 0.95355 | 0.93149 | 0.90183 |
| 24............. | 0.99719 | 0.99378 | 0.99005 | 0.98542 | 0.97792 | 0.96722 | 0.94949 | 0.92534 |

Table 220. Female adult survivorship probablities from age 20, $I(N) / /(20)$, for analysis aased on SURVIVAL OF FIRST WIPE, SOUTH MODEL

| Lum | Vatue ofary N |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 23 | 30 | 35 | $\cdots$ | 4 | \$0 | \% | $\omega$ |
| 1.............. | 0.91823 | 0.83778 | 0.76!30 | 0.68837 | 0.62168 | 0.55836 | 0.48509 | 0.39947 |
| 2............ | 0.92551 | 0.85153 | 0.78061 | 0.71229 | 0.64896 | 0.58806 | 0.51680 | 0.43239 |
| 3............ | 0.93208 | 0.86407 | 0.79835 | 0.73440 | 0.67443 | 0.61604 | 0.54696 | 0.46415 |
| 4............ | 0.93808 | 0.87557 | 0.81473 | 0.75500 | 0.69831 | 0.64247 | 0.57571 | 0.49480 |
| 5............ | 0.94356 | 0.88617 | 0.82996 | 0.77426 | 0.72080 | 0.66751 | 0.6032] | 0.52443 |
| $6 . . . . . . . . .$. | 0.94861 | 0.89599 | 0.84414 | 0.79234 | 0.74202 | 0.69132 | 0.62955 | 0.55310 |
| 7............ | 0.95332 | 0.90516 | 0.85745 | 0.80940 | 0.76216 | 0.71402 | 0.65484 | 0.58089 |
| 8............ | 0.95768 | 0.91373 | 0.86995 | 0.82551 | 0.78130 | 0.73571 | 0.67915 | 0.60783 |
| 9............ | 0.96176 | 0.92178 | 0.88175 | 0.84077 | 0.79953 | 0.75647 | 0.70256 | 0.63397 |
| 10............ | 0.96535 | 0.92883 | 0.89227 | 0.85450 | 0.81602 | 0.77540 | 0.72430 | 0.65858 |
| 11............ | 0.96922 | 0.93647 | 0.90339 | 0.86885 | 0.83307 | 0.79469 | 0.74588 | 0.68259 |
| 12............ | 0.97278 | 0.94362 | 0.91384 | 0.88246 | 0.84933 | 0.81328 | 0.76686 | 0.70621 |
| 13............ | 0.97611 | 0.95028 | 0.92370 | 0.89536 | 0.86489 | 0.83118 | 0.78727 | 0.72942 |
| 14............ | 0.97920 | 0.95652 | 0.93298 | 0.90759 | 0.87975 | 0.84840 | 0.80708 | 0.75217 |
| 15............ | 0.98209 | 0.96238 | 0.94173 | 0.91920 | 0.89392 | 0.86497 | 0.82629 | 0.77443 |
| 16............ | 0.98479 | 0.96786 | 0.94998 | 0.93020 | 0.90748 | 0.88089 | 0.84490 | 0.79619 |
| 17............ | 0.98733 | 0.97304 | 0.95779 | 0.94066 | 0.92043 | 0.89620 | 0.86291 | 0.81743 |
| 18............ | 0.98972 | 0.97794 | 0.96524 | 0.95068 | 0.93288 | 0.91102 | 0.88029 | 0.83802 |
| 19............. | 0.99202 | 0.98281 | 0.97235 | 0.96018 | 0.94475 | 0.92526 | 0.89730 | 0.85848 |
| 20............ | 0.99381 | 0.98657 | 0.97819 | 0.96827 | 0.95524 | 0.93831 | 0.91350 | 0.87870 |
| 21............ | 0.99537 | 0.98987 | 0.98337 | 0.97552 | 0.96480 | 0.95042 | 0.92884 | 0.89822 |
| $22 . . . . . . . . . .$. | 0.99668 | 0.99269 | 0.98785 | 0.98188 | 0.97335 | 0.96147 | 0.94317 | 0.91689 |
| 23............. | 0.99777 | 0.99504 | 0.99162 | 0.98730 | 0.98080 | 0.97136 | 0.95635 | 0.93450 |
| 24............ | 0.99861 | 0.99688 | 0.99466 | 0.99174 | 0.98708 | 0.97997 | 0.96820 | 0.9508 ! |

Table 22!. Female adult survivorship probabilities from age 20. $/(N) / /(20)$. FOR anal.ysis based on SURVIVAL OF FIRST WIFE, EAST MODEL

| Lund | Vatesoftre ${ }^{\text {N }}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 30 | 3 | 40 | 45 | 50 | 35 | 60 |
| 1............ | 0.92947 | 0.85217 | 0.77397 | 0.69707 | 0.62519 | 0.55596 | 0.47715 | 0.38096 |
| 2............ | 0.93531 | 0.86399 | 0.79123 | 0.71897 | 0.65063 | 0.58386 | 0.50695 | 0.41183 |
| 3............ | 0.94061 | 0.87480 | 0.80719 | 0.73938 | 0.67452 | 0.61030 | 0.53545 | 0.44180 |
| 4............ | 0.94549 | 0.88482 | 0.82203 | 0.75850 | 0.69708 | 0.63544 | 0.56283 | 0.47097 |
| S............ | 0.95001 | 0.89412 | 0.83589 | 0.77651 | 0.71843 | 0.65942 | 0.58916 | 0.49936 |
| 6,............ | 0.95420 | 0.90278 | 0.84890 | 0.79346 | 0.73870 | 0,68233 | 0.61450 | 0.52702 |
| 7............. | 0.95811 | 0.91090 | 0.86113 | 0.80953 | 0.75801 | 0.70429 | 0.69897 | 0.55396 |
| 8............. | 0.96175 | 0.91851 | 0.87269 | 0.82477 | 0.77643 | 0.72533 | 0.66260 | 0.58022 |
| 9............. | 0.96518 | 0.92569 | 0.88360 | 0.83927 | 0.79404 | 0.74555 | 0.68544 | 0.60584 |
| 10............ | 0.96840 | 0.93247 | 0.89397 | 0.85308 | 0.81089 | 0.76500 | 0.70754 | 0.63083 |
| 11............ | 0.97108 | 0.93823 | 0.90297 | 0.86526 | 0.82593 | 0.78245 | 0.72745 | 0.65356 |
| 12............ | 0.97414 | 0.94464 | 0.91271 | 0.87810 | 0.84139 | 0.80008 | 0.74725 | 0.67574 |
| 13............ | 0.97702 | 0.95072 | 0.92199 | 0.89045 | 0.85641 | 0.81737 | 0.76686 | 0.69798 |
| 14............. | 0.97973 | 0.95646 | 0.93082 | 0.90229 | 0.87095 | 0.83426 | 0.78622 | 0.72021 |
| 15............ | 0.98229 | 0.9619] | 0.93925 | 0.91366 | 0.8850 t | 0.85075 | 0.80532 | 0.74237 |
| 16............ | 0.98470 | 0.96706 | 0.94725 | 0.92455 | 0.89859 | 0.86681 | 0.82408 | 0.76442 |
| 17............ | 0.98698 | 0.97192 | 0.95486 | 0.93497 | 0.91169 | 0.88243 | 0.84251 | 0.78628. |
| 18............ | 0.98912 | 0.97653 | 0.96210 | 0.94493 | 0.92431 | 0.89757 | 0.86052 | 0.80786 |
| 19............ | 0.99113 | 0.98087 | 0.96895 | 0.95444 | 0.93641 | 0.91221 | 0.87806 | 0.82907 |
| 20............ | 0.99304 | 0.98501 | 0.97549 | 0.96352 | 0.94804 | 0.92635 | 0.89513 | 0.84989 |
| 21............. | 0.99503 | 0.98914 | 0.98189 | 0.97233 | 0.95937 | 0.94043 | 0.91254 | 0.87164 |
| 22............ | 0.99649 | 0.99231 | 0.98703 | 0.97981 | 0.96955 | 0.95375 | 0.92990 | 0.89439 |
| 23............. | 0.99771 | 0.99497 | 0.99141 | 0.98632 | 0.97864 | 0.96606 | 0.94645 | 0.91680 |
| 24............. | 0.99867 | 0.99707 | 0.99491 | 0.99164 | 0.98636 | 0.97700 | 0.96180 | 0.93838 |

Table 222. Female addult survivorship probagitities from age 20, /( $N$ )//(20), for analysis based on SURVIVAL OF FIRST WIFE, WIST MODEL

| Lamm | Volus of age N |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 23 | 30 | 33 | 40 | 45 | 50 | 53 | 60 |
| \|............ | 0.90820 | 0.81509 | 0.72097 | 0.63031 | 0.54631 | 0.46949 | 0.38560 | 0.30010 |
| 2............ | 0.91623 | 0.83048 | 0.74290 | 0.65748 | 0.57717 | 0.50241 | 0.41950 | 0.33328 |
| 3............. | 0.92349 | 0.84449 | 0.76304 | 0.68271 | 0.60616 | 0.53370 | 0.45221 | 0.36585 |
| 4............ | 0.93009 | 0.85731 | 0.78168 | 0.70627 | 0.63349 | 0.56352 | 0.48379 | 0.39779 |
| 5............. | 0.93611 | 0.86912 | 0.79899 | 0.72834 | 0.65934 | 0.59200 | 0.51430 | 0.42911 |
| 6............ | 0.94164 | 0.88007 | 0.81512 | 0.74910 | 0.68384 | 0.61925 | 0.54381 | 0.45978 |
| 7............ | 0.94678 | 0.89026 | 0.83024 | 0.76870 | 0.70717 | 0.64537 | 0.57238 | 0.48983 |
| 8............. | 0.95155 | 0.89977 | 0.84446 | 0.78725 | 0.72941 | 0.67047 | 0.60006 | 0.51926 |
| 9............ | 0.95598 | 0.90867 | 0.85785 | 0.80485 | 0.75064 | 0.69458 | 0.62690 | 0.54808 |
| 10............ | 0.96014 | 0.91707 | 0.87052 | 0.82159 | 0.77097 | 0.71782 | 0.65295 | 0.57630 |
| 11............ | 0.96404 | 0.92496 | 0.88253 | 0.83751 | 0.79043 | 0.74020 | 0.67822 | 0.60393 |
| 12............ | 0.96772 | 0.93244 | 0.89394 | 0.85274 | 0.80912 | 0.76180 | 0.70277 | 0.63098 |
| 13............ | 0.97115 | 0.93942 | 0.90462 | 0.86707 | 0.82680 | 0.78236 | 0.72627 | 0.65705 |
| 14............ | 0.97388 | 0.94500 | 0.91336 | 0.87905 | 0.84186 | 0.79999 | 0.74665 | 0.67982 |
| 15............ | 0.97729 | 0.95198 | 0.92398 | 0.89316 | 0.85904 | 0.81974 | 0.76899 | 0.70443 |
| 16............ | 0.98050 | 0.95857 | 0.93407 | 0.90667 | 0.87570 | 0.83909 | 0.79117 | 0.72919 |
| 17............ | 0.98350 | 0.96476 | 0.94363 | 0.91959 | 0.89179 | 0.85800 | 0.81309 | 0.75397 |
| 18............ | 0.98629 | 0.97056 | 0.95266 | 0.93191 | 0.90727 | 0.87638 | 0.83465 | 0.77865 |
| 19............ | 0.98890 | 0.97601 | 0.96118 | 0.94363 | 0.92215 | 0.89422 | 0.85580 | 0.80315 |
| 20............ | 0.99135 | 0.98113 | 0.96925 | 0.95478 | 0.93642 | 0.91148 | 0.87645 | 0.82734 |
| 21............. | 0.99375 | 0.98622 | 0.97729 | 0.9659 | 0.95071 | 0.92889 | 0.89741 | 0.85216 |
| 22............ | 0.99588 | 0.99078 | 0.98446 | 0.97602 | 0.96407 | 0.94593 | 0.91898 | 0.87902 |
| 23............ | 0.99746 | 0.99426 | 0.99014 | 0.98439 | 0.97567 | 0.96144 | 0.93951 | 0.90569 |
| 24............ | 0.99866 | 0.99692 | 0.99460 | 0.99113 | 0.98541 | 0.97514 | 0.95855 | 0.93167 |

TABLE 223. Male adult sukvivorship probablities ficm aoe 20, I(N)//(20), FOR aNalvsis aased on sulvival of finst huseand, North model

| Law | Vomustar |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | 30 | 35 | * | 4 | so | 53 | $\omega$ |
| I............. | 0.90632 | 0.81625 | 0.72975 | 0.64120 | 0.54825 | 0.45422 | 0.36245 | 0.269/2 |
| 2............... | 0.91394 | 0.83055 | 0.74973 | 0.66626 | 0.57766 | 0.48664 | 0.39588 | 0.30200 |
| 3. $.1 . . . . . . .$. | 0.92079 | 0.84351 | 0.76799 | 0.68942 | 0.60510 | 0.51732 | 0.42809 | 0.33405 |
| 4............ | 0.92697 | 0.85531 | 0.78479 | 0.71087 | 0.63084 | 0.54648 | 0.45913 | 0.36555 |
| 5............ | 0.93261 | 0.86615 | 0.80032 | 0.73089 | 0.65508 | 0.57427 | 0.48908 | 0.39649 |
| 6............ | 0.93783 | 0.87618 | 0.81478 | 0.74966 | 0.67800 | 0.60080 | 0.51806 | 0.42685 |
| 7............ | 0.94260 | 0.88548 | 0.82825 | 0.76729 | 0.69970 | 0.62618 | 0.54606 | 0.45661 |
| 8............. | 0.94705 | 0.89414 | 0.84091 | 0.78392 | 0.72032 | 0.65049 | 0.57316 | 0.48580 |
| 9............. | 0.95119 | 0.90225 | 0.85278 | 0.79964 | 0.73994 | 0.67383 | 0.59939 | 0.51439 |
| 10............... | 0.95505 | 0.90987 | 0.86398 | 0.81453 | 0.75866 | 0.69623 | 0.62483 | 0.54240 |
| 11............ | 0.95869 | 0.91704 | 0.87458 | 0.82868 | 0.77655 | 0.71781 | 0.64949 | 0.56982 |
| 12.............. | 0.96208 | 0.92378 | 0.88458 | 0.84212 | 0.79361 | 0.73853 | 0.67343 | 0.59705 |
| 13............ | 0.96490 | 0.92937 | 0.89292 | 0.85340 | 0.80815 | 0.75655 | 0.69435 | 0.62064 |
| 14............ | 0.96778 | 0.93513 | 0.90147 | 0.86487 | 0.82267 | 0.77403 | 0.71431 | 0.642\% |
| 15............. | 0.97062 | 0.94081 | 0.90995 | 0.87627 | 0.83720 | 0.79165 | 0.73464 | 0.66590 |
| 16............ | 0.97341 | 0.94640 | 0.91830 | 0.88759 | 0.85168 | 0.80935 | 0.75525 | 0.68940 |
| 17............ | 0.97611 | 0.95186 | 0.92650 | 0.89872 | 0.86601 | 0.82700 | 0.77599 | 0.71332 |
| 18............ | 0.97874 | 0.95716 | 0.93450 | 0.90961 | 0.88013 | 0.84451 | 0.79675 | 0.73749 |
| 19.............. | 0.98127 | 0.96228 | 0.94224 | 0.92022 | 0.89394 | 0.86175 | 0.81738 | 0.76175 |
| 20........... | 0.98370 | 0.96720 | 0.94972 | 0.93049 | 0.90737 | 0.87863 | 0.83775 | 0.78593 |
| 21............ | 0.98602 | 0.97190 | 0.95688 | 0.94037 | 0.92036 | 0.89506 | 0.85771 | 0.80985 |
| 22........... | 0.98828 | 0.97649 | 0.96388 | 0.95008 | 0.93310 | 0.91076 | 0.87650 | 0.83198 |
| 23............ | 0.99140 | 0.98271 | 0.97313 | 0.96231 | 0.94861 | 0.93006 | 0.90033 | 0.86106 |
| 24............ | 0.99378 | 0.98753 | 0.98056 | 0.97263 | 0.96240 | 0.94807 | 0.92367 | 0.89062 |

Tame 224. Male adulit survivorship probabilities from age 20, $/(N) / /(20)$, por akalysis sased on suavival of fiast husiand. SOUTH model

| tud | Vameferan |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 30 | 33 | * | s | so | 53 | $\omega$ |
| I............. | 0.91403 | 0.83532 | 0.76452 | 0.69366 | 0.61824 | 0.54056 | 0.45611 | 0.36401 |
| 2............ | 0.92132 | 0.84875 | 0.78266 | 0.71593 | 0.64406 | 0.56903 | 0.48615 | 0.39426 |
| 3............ | 0.92792 | 0.86099 | 0.79928 | 0.73646 | 0.66811 | 0.59578 | 0.51473 | 0.42343 |
| 4............ | 0.93391 | 0.87221 | 0.81461 | 0.75557 | 0.69061 | 0.62106 | 0.54199 | 0.45162 |
| 5............ | 0.93943 | 0.88256 | 0.82896 | 0.77342 | 0.71180 | 0.64502 | 0.56805 | 0.47889 |
| 6............ | 0.94451 | 0.89217 | 0.84215 | 0.79016 | 0.73179 | 0.66778 | 0.59304 | 0.50528 |
| 7............ | 0.94922 | 0.90109 | 0.85458 | 0.80590 | 0.75072 | 0.68947 | 0.61701 | 0.53084 |
| \&............ | 0.95359 | 0.90946 | 0.86626 | 0.82076 | 0.76869 | 0.71018 | 0.64009 | 0.55564 |
| 9............ | 0.95770 | 0.91730 | 0.87727 | 0.83485 | 0.78579 | 0.73000 | 0.66229 | 0.57973 |
| 10............. | 0.96114 | 0.92397 | 0.88664 | 0.84689 | 0.80047 | 0.74711 | 0.68168 | 0.60098 |
| 11............ | 0.96479 | 0.93110 | 0.89647 | 0.85929 | 0.81541 | 0.76441 | 0.70112 | 0.62209 |
| 12............ | 0.96849 | 0.93812 | 0.90638 | 0.87206 | 0.83097 | 0.78247 | 0.72135 | 0.64411 |
| 13............ | 0.97195 | 0.94471 | 0.91579 | 0.88426 | 0.845\% | 0.80002 | 0.74122 | 0.665\% |
| 14............ | 0.97516 | 0.95092 | 0.92471 | 0.89588 | 0.85037 | 0.81705 | 0.76068 | 0.68757 |
| 15............ | 0.97820 | 0.95681 | 0.93319 | 0.90700 | 0.87423 | 0.83356 | 0.77971 | 0.70093 |
| 16............ | 0.98105 | 0.96235 | 0.94:22 | 0.91760 | 0.88755 | 0.84952 | 0.79827 | 0.72995 |
| 17............ | 0.98372 | 0.96758 | 0.94885 | 0.92771 | 0.90030 | 0.86493 | 0.81633 | 0.75063 |
| 18............ | 0.98624 | 0.97256 | 0.95615 | 0.93743 | 0.91264 | 0.87993 | 0.83404 | 0.77106 |
| 19............ | 0.98934 | 0.97825 | 0.96472 | 0.94903 | 0.92757 | 0.89818 | 0.85565 | 0.79597 |
| $20 . . . . . . . . . .$. | 0.99155 | 0.98259 | 0.97141 | 0.95821 | 0.93968 | 0.91354 | 0.87464 | 0.818\% |
| 21............ | 0.99349 | 0.98646 | 0.97741 | 0.96659 | 0.95094 | 0.92813 | 0.99311 | 0.84189 |
| 22............ | 0.99518 | 0.98988 | 0.98280 | 0.97421 | 0.96138 | 0.94196 | 0.91107 | 0.86476 |
| 23............ | 0.99661 | 0.99282 | 0.98754 | 0.98101 | 0.97088 | 0.95487 | 0.92834 | 0.88744 |
| 24............ | 0.99780 | 0.99526 | 0.99158 | 0.98691 | 0.97932 | 0.96670 | 0.94473 | 0.90973 |

Table 225. Male adult survivorship promablities from age 20. / ( $N$ )//(20), for analysis based on SURVIVAL OF FBAST HUSBAND, EAST MODEL

| 4-u | Vumsofere |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 30 | 3 | $\pm$ | 45 | 50 | s | $\infty$ |
| I............. | 0.92932 | 0.86200 | 0.79193 | 0.71327 | 0.62720 | 0.53699 | 0.44456 | 0.34878 |
| 2............ | 0.93476 | 0.87228 | 0.80692 | 0.73297 | 0.65118 | 0.56418 | 0.47327 | 0.37713 |
| 3............ | 0.93969 | 0.88171 | 0.82070 | 0.75128 | 0.67370 | 0.58992 | 0.50075 | 0.40467 |
| 4............. | 0.94427 | 0.89041 | 0.83351 | 0.76839 | 0.69490 | 0.61439 | 0.52716 | 0.43148 |
| \$........... | 0.94848 | 0.89850 | 0.84549 | 0.78446 | 0.71495 | 0.63775 | 0.55258 | 0.45756 |
| 6............ | 0.95236 | 0.90603 | 0.85667 | 0.79956 | 0.73394 | 0.66004 | 0.57710 | 0.4829 |
| 7............ | 0.95600 | 0.91307 | 0.86718 | 0.81387 | 0.75201 | 0.68140 | 0.60076 | 0.50771 |
| 8............ | 0.95940 | 0.91967 | 0.87709 | 0.82739 | 0.76922 | 0.70189 | 0.62361 | 0.53184 |
| 9............. | 0.96260 | 0.92589 | 0.88646 | 0.84023 | 0.78564 | 0.72156 | 0.64574 | 0.55538 |
| 10............ | 0.96561 | 0.93178 | 0.89534 | 0.85247 | 0.80137 | 0.74049 | 0.66717 | 0.57835 |
| 11............ | 0.96827 | 0.93702 | 0.90333 | 0.86362 | 0.81586 | 0.75808 | 0.68714 | 0.59989 |
| 12............ | 0.97078 | 0.94194 | 0.91078 | 0.87390 | 0.82907 | 0.77389 | 0.70490 | 0.61882 |
| 13............ | 0.97324 | 0.94675 | 0.91809 | 0.88404 | 0.84215 | 0.78970 | 0.72282 | 0.63812 |
| 14............ | 0.97563 | 0.95146 | 0.92527 | 0.89401 | 0.85510 | 0.80548 | 0.74089 | 0.65775 |
| 15............ | 0.97794 | 0.95604 | 0.93227 | 0.90378 | 0.86788 | 0.82117 | 0.75900 | 0.67765 |
| 16............ | 0.98019 | 0.96050 | 0.93911 | 0.91335 | 0.88045 | 0.83672 | 0.77712 | 0.69775 |
| 17............ | 0.98237 | 0.96483 | 0.94574 | 0.92269 | 0.89278 | 0.85207 | 0.79519 | 0.71800 |
| 18............ | 0.98447 | 0.96899 | 0.95217 | 0.93174 | 0.90481 | 0.86718 | 0.81309 | 0.73824 |
| 19............ | 0.98649 | 0.97302 | 0.95837 | 0.94053 | 0.91652 | 0.88196 | 0.83076 | 0.75841 |
| 20............ | 0.98842 | 0.97687 | 0.96433 | 0.94898 | 0.92786 | 0.89638 | 0.84812 | 0.77838 |
| 21............. | 0.99055 | 0.98098 | 0.97054 | 0.95759 | 0.93932 | 0.91116 | 0.86635 | 0.79995 |
| 22............ | 0.99254 | 0.98498 | 0.97672 | 0.96641 | 0.95144 | 0.92732 | 0.88713 | 0.82554 |
| 23............ | 0.99443 | 0.98879 | 0.98260 | 0.97483 | 0.96314 | 0.94331 | 0.90829 | 0.85247 |
| 24............ | 0.99616 | 0.99227 | 0.98801 | 0.98258 | 0.97409 | 0.95869 | 0.92949 | 0.88057 |

Table 226. Male adult suavivorship promanlities from age $20, /(N) /(20)$, fok anatysts based on survival of fiest husland. West modet

| nan | Vamefern |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 25 | 30 | 33 | $\infty$ | 4 | so | 3 | 60 |
| 1............. | 0.90775 | 0.81376 | 0.71644 | 0.61671 | 0.51446 | 0.41781 | 0.32133 | 0.23441 |
| 2............ | 0.91555 | 0.82888 | 0.73827 | 0.64426 | 0.54635 | 0.45186 | 0.35538 | 0.26582 |
| 3. | 0.92260 | 0.84263 | 0.75833 | 0.66986 | 0.57640 | 0.48444 | 0.38859 | 0.29719 |
| 4............ | 0.92899 | 0.85523 | 0.77687 | 0.69379 | 0.60483 | 0.51570 | 0.42100 | 0.32837 |
| 5............ | 0.93484 | 0.86681 | 0.79408 | 0.71620 | 0.63180 | 0.54574 | 0.45262 | 0.35933 |
| $6.1 . . . . . . .$. | 0.94022 | 0.87757 | 0.81015 | 0.73732 | 0.65745 | 0.57463 | 0.48347 | 0.39001 |
| 7............ | 0.94521 | 0.88756 | 0.82520 | 0.75724 | 0.68190 | 0.60247 | 0.51357 | 0.42038 |
| 8........... | 0.94982 | 0.89689 | 0.83934 | 0.77611 | 0.70523 | 0.62930 | 0.54293 | 0.45037 |
| 9........... | 0.95415 | 0.90565 | 0.85268 | 0.79404 | 0.72759 | 0.65524 | 0.57159 | 0.48002 |
| 10........... | 0.95818 | 0.91387 | 0.86528 | 0.81108 | 0.74900 | 0.68028 | 0.59956 | 0.50927 |
| 11............ | 0.96198 | 0.92163 | 0.87723 | 0.82732 | 0.76956 | 0.70451 | 0.62685 | 0.53810 |
| 12............. | 0.96553 | 0.9289 | 0.88857 | 0.84283 | 0.78931 | 0.72795 | 0.65349 | 0.56651 |
| 13............. | 0.9688 | 0.93581 | 0.89921 | 0.85745 | 0.80813 | 0.75058 | 0.67972 | 0.59495 |
| 14.....n...... | 0.97208 | 0.94246 | 0.90964 | 0.87177 | 0.82642 | 0.77225 | 0.70424 | 0.62106 |
| .15............ | 0.974\% | 0.94849 | 0.91907 | 0.88483 | 0.84318 | 0.79225 | 0.72712 | 0.64570 |
| 16............. | 0.97778 | 0.95436 | 0.92828 | 0.89763 | 0.85974 | 0.81224 | 0.75025 | 0.67094 |
| 17............ | 0.98050 | 0.96002 | 0.93722 | 0.91013 | 0.87603 | 0.83212 | 0.77352 | 0.69665 |
| 18............ | 0.98313 | 0.96553 | 0.94589 | 0.92231 | 0.89203 | 0.85180 | 0.79683 | 0.72271 |
| 19............ | 0.98565 | 0.97082 | 0.95425 | 0.93411 | 0.90763 | 0.87117 | 0.82002 | 0.74897 |
| 20............ | 0.98808 | 0.97589 | 0.96229 | 0.94550 | 0.92279 | 0.89016 | 0.84299 | 0.77526 |
| 21............ | 0.99043 | 0.98074 | 0.96988 | 0.95622 | 0.93698 | 0.90809 | 0.86484 | 0.80080 |
| 22............ | 0.99271 | 0.98543 | 0.97727 | 0.96683 | 0.95156 | 0.92733 | 0.88956 | 0.83108 |
| $23 . . . . . . . . . . .$. | 0.99486 | 0.98981 | 0.98417 | 0.97678 | 0.96546 | 0.94623 | 0.91468 | 0.86306 |
| 24............ | 0.99675 | 0.99365 | 0.99018 | 0.98552 | 0.97791 | 0.96384 | 0.93915 | 0.89580 |

## Anex VII

## VALUES OF PROBABILITY OF SURVIVING FROM BIRTH, FROM COALE-DEMENY MODEL LIFE TABLES FOR FEMALES, MALES AND BOTH SEXES COMBINED

Table 227. FEmale thomailuty of surviving from mathi $/(x)$, North model

|  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lund | (1) | (2) | 1(3) | $1(4)$ | (15) | (18) | 415) | $1(20)$ | 125) | (30) |
| 1............ | 0.68027 | 0.59707 | 0.54585 | 0.50719 | 0.47783 | 0.41664 | 0.38879 | 0.36233 | 0.33468 | 0.30493 |
| 2............ | 0.70798 | 0.62931 | 0.58089 | 0.54433 | 0.51658 | 0.45647 | 0.42870 | 0.40206 | 0.37399 | 0.34357 |
| 3............ | 0.73285 | 0.65879 | 0.61320 | 0.57878 | 0.55265 | 0.49436 | 0.46675 | 0.44023 | 0.41205 | 0.38134 |
| 4............. | 0.75539 | 0.68592 | 0.64316 | 0.61087 | 0.58637 | 0.52990 | 0.50309 | 0.47693 | 0.44891 | 0.41822 |
| S.u.n........ | 0.77595 | 0.71104 | 0.67108 | $0.6499]$ | 0.61801 | 0.56387 | 0.53785 | 0.51225 | 0.48461 | 0.45421 |
| 6............. | 0.79483 | 0.73440 | 0.69720 | 0.66912 | 0.64780 | 0.59622 | 0.57115 | 0.54626 | 0.51920 | 0.48931 |
| 7............. | 0.81226 | 0.75622 | 0.72173 | 0.69569 | 0.67592 | 0.62708 | 0.60308 | 0.57905 | 0.55272 | 0.52353 |
| 8............. | 0.82842 | 0.77668 | 0.74483 | 0.72078 | 0.70253 | 0.65657 | 0.63373 | 0.61067 | 0.58521 | 0.55689 |
| 9............ | 0.84347 | 0.79591 | 0.76664 | 0.74454 | 0.72777 | 0.68479 | 0.66320 | 0.64120 | 0.61672 | 0.58941 |
| 10............ | 0.85753 | 0.81405 | 0.78729 | 0.76708 | 0.75175 | 0.71182 | 0.69154 | 0.67068 | 0.64728 | 0.62111 |
| 11............ | 0.87070 | 0.83119 | 0.80687 | 0.78851 | 0.77457 | 0.73775 | 0.71883 | 0.69917 | 0.67693 | 0.65200 |
| 12, | 0.88305 | 0.84739 | 0.82544 | 0.80886 | 0.79628 | 0.76259 | 0.74507 | 0.72666 | 0.70565 | 0.68204 |
| 13............* | 0.89451 | 0.86319 | 0.84391 | 0.82936 | 0.81831 | 0.74822 | 0.77212 | 0.75483 | 0.73483 | 0.71235 |
| 14............ | 0.90498 | 0.87810 | 0.86140 | 0.84874 | 0.83906 | 0.81261 | 0.79809 | 0.78216 | 0.76351 | 0.74247 |
| 15............. | 0.91512 | 0.89247 | 0.87813 | 0.86714 | 0.85864 | 0.83564 | 0.82270 | 0.80820 | 0.79099 | 0.77149 |
| 16............ | 0.92492 | 0.90605 | 0.89388 | 0.88447 | 0.87710 | 0.85736 | 0.84599 | 0.83295 | 0.81724 | 0.79939 |
| 17............. | 0.93435 | 0.91887 | 0.90871 | 0.90078 | 0.89450 | 0.87787 | 0.86803 | 0.85646 | 0.84230 | 0.82617 |
| 18............. | 0.94337 | $0.930 \% 6$ | 0.92267 | 0.91615 | 0.91093 | 0.89724 | 0.88890 | 0.87879 | 0.86622 | 0.85184 |
| 19............ | 0.95199 | 0.94236 | 0.93583 | 0.93064 | 0.92645 | 0.91556 | 0.90868 | 0.50004 | 0.88904 | 0.87645 |
| 20............ | 0.96018 | 0.95311 | 0.94822 | 0.94432 | 0.94114 | 0.93294 | 0.92747 | 0.92027 | 0.91084 | 0.90004 |
| 21............. | 0.96795 | 0.96323 | 0.95993 | 0.95727 | 0.95508 | 0.94946 | 0.94537 | 0.93957 | 0.93171 | 0.92269 |
| 22............. | 0.97535 | 0.97287 | 0.97111 | 0.96968 | 0.96850 | 0.96545 | 0.96272 | 0.95834 | 0.95204 | 0.94482 |
| 23. | 0.98177 | 0.98036 | 0.97935 | 0.97852 | 0.97783 | 0.97598 | 0.97427 | 0.97140 | 0.96725 | 0.96225 |
| 24............ | 0.98782 | 0.98713 | 0.98662 | 0.98620 | 0.98585 | 0.98491 | 0.98393 | 0.98211 | 0.97936 | 0.97601 |
|  | (35) | (40) | 14s) | (50) | (53) | (*) | (65) | $1(00)$ | (795) | (10) |
| 1............ | 0.27314 | 0.24054 | 0.21028 | 0.18219 | 0.15376 | 0.12154 | 0.08638 | 0.05134 | 0.02245 | 0.00624 |
| 2............. | 0.31093 | 0.47692 | 0.24498 | 0.21492 | $0.183 \%$ | 0.14841 | 0.10867 | 0.06771 | 0.03214 | 0.01031 |
| 3............. | 0.34807 | 0.31331 | 0.28011 | 0.24847 | 0.21537 | 0.17688 | 0.13295 | 0.08627 | 0.04385 | 0.01574 |
| 4............. | 0.38478 | 0.34957 | . 0.31550 | 0.28264 | 0.24776 | 0.20675 | 0.15903 | 0.10692 | 0.05759 | 0.02268 |
| 5............ | 0.42091 | 0.38560 | 0.35101 | 0.31728 | 0.28096 | 0.23783 | 0.18675 | 0.12954 | 0.07336 | 0.03122 |
| 6............ | 0.45643 | 0.42132 | 0.38653 | 0.35225 | 0.31482 | 0.26998 | 0.21596 | 0.15404 | 0.09116 | 0.04144 |
| 7............. | 0.49130 | 0.45669 | 0.42198 | 0.38744 | 0.34920 | 0.30303 | 0.24632 | 0.18029 | 0.11093 | 0.05341 |
| 8.wn-........ | 0.52552 | 0.49165 | 0.45728 | 0.42274 | 0.38400 | 0.33685 | 0.27828 | 0.20818 | 0.13263 | 0.06717 |
| 9............. | 0.55908 | 0.52616 | 0.49237 | 0.45808 | 0.41909 | 0.37133 | 0.31112 | 0.23761 | 0.15620 | 0.08273 |
| 10............. | 0.59197 | 0.56020 | 0.52719 | 0.49338 | 0.45441 | 0.40636 | 0.34491 | 0.26846 | 0.18157 | 0.10010 |
| 11............ | 0.62418 | 0.59373 | 0.56170 | 0.52858 | 0.48985 | 0.44184 | 0.37956 | 0.30062 | 0.20865 | 0.11928 |
| 12............ | 0.65567 | 0.62669 | 0.59579 | 0.56355 | 0.52529 | 0.47760 | 0.41494 | 0.33401 | 0.23755 | 0.14056 |
| 13............. | 0.68727 | 0.65963 | 0.62971 | 0.5982 | 0.56027 | 0.51292 | 0.44900 | 0.36683 | 0.26580 | 0.16121 |
| 14............ | 0.71897 | 0.69292 | 0.66416 | 0.63346 | 0.59587 | 0.54869 | 0.48500 | 0.39998 | 0.29447 | 0.18242 |
| 15............. | 0.74971 | 0.72543 | 0.69809 | 0.66846 | 0.63155 | 0.58495 | 0.52120 | 0.43471 | 0.32522 | 0.20594 |
| J6............. | 0.77945 | 0.75710 | 0.73138 | 0.70309 | 0.66716 | 0.62155 | 0.55826 | 0.47092 | 0.35807 | 0.23157 |
| 17............ | 0.80816 | 0.78785 | 0.76396 | 0.73723 | 0.70258 | 0.65836 | 0.59605 | 0.50852 | 0.39296 | 0.25968 |
| 18............ | 0.83582 | 0.81766 | 0.79574 | 0.77079 | 0.73768 | 0.69522 | 0.63441 | 0.54735 | 0.42980 | 0.29018 |
| 19............. | 0.86245 | 0.84651 | 0.82669 | 0.80368 | 0.77237 | 0.73199 | 0.67317 | 0.58722 | 0.46845 | 0.32303 |
| 20............ | 0.84809 | 0.87441 | 0.85678 | 0.83586 | 0.80654 | 0.76855 | 0.71214 | 0.62795 | 0.50772 | 0.35812 |
| 21...e....... | 0.91278 | 0.90138 | 0.88601 | 0.86728 | 0.84013 | 0.09477 | 0.75118 | 0.66931 | 0.55040 | 0.39531 |
| 22............ | 0.93700 | 0.92794 | 0.91492 | 0.89845 | 0.87367 | 0.84077 | 0.78990 | 0.71052 | 0.59225 | 0.43330 |
| 23............. | 0.95675 | 0.95007 | 0.93995 | 0.92628 | 0.90485 | 0.87604 | 0.83032 | 0.75679 | 0.64336 | 0.48391 |
| 24............ | 0.97234 | 0.96700 | 0.96043 | 0.94992 | 0.93251 | 0.90879 | 0.86\% 5 | 0.80481 | 0.69996 | 0.54401 |

Table 228. Male momability of surviving from marth, $I(x)$, North model

| Lum |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1(1)$ | (2) | (3) | $1(1)$ | (3) | (10) | (15) | (20) | $1(25)$ | (10) |
|  | 0.62883 | 0.54784 | 0.49858 | 0.46197 | 0.43413 | 0.37865 | 0.35414 | 0.33041 | 0.29946 | 0.26970 |
| 2............ | 0.66077 | 0.58341 | 0.53637 | 0.50141 | 0.47482 | 0.41960 | 0.39484 | 0.37056 | 0.33867 | 0.30777 |
| 3............ | 0.68944 | 0.61599 | 0.57133 | 0.53813 | 0.51289 | 0.45855 | 0.43384 | 0.40930 | 0.37688 | 0.34525 |
| 4............ | 0.71541 | 0.64603 | 0.60383 | 0.57247 | 0.54862 | 0.49563 | 0.47123 | 0.44669 | 0.41407 | 0.38206 |
| 5............ | 0.73911 | 0.67387 | 0.63419 | 0.60470 | 0.58227 | 0.53101 | 0.50711 | 0.48278 | 0.45025 | 0.41816 |
| 6............. | 0.76087 | 0.69979 | 0.66265 | 0.63504 | 0.61405 | 0.56480 | 0.54158 | 0.51762 | 0.48544 | 0.45353 |
| 7............. | 0.78096 | 0.72404 | 0.68942 | 0.66369 | 0.64412 | 0.59713 | 0.57473 | 0.55129 | 0.51965 | 0.48816 |
| 8............ | 0.79959 | 0.74678 | 0.71467 | 0.69080 | 0.67265 | 0.62809 | 0.60662 | 0.58383 | 0.55292 | 0.52203 |
| 9............ | 0.81694 | 0.76819 | 0.73854 | 0.71652 | 0.69976 | 0.65778 | 0.63734 | 0.61530 | 0.58527 | 0.55516 |
| 10............ | 0.83314 | 0.78839 | 0.76117 | 0.74095 | 0.72557 | 0.68627 | 0.66694 | 0.64574 | 0.61672 | 0.58754 |
| \|1............ | 0.84833 | 0.80749 | 0.78266 | 0.76421 | 0.75017 | 0.71365 | 0.69548 | 0.67519 | 0.64730 | 0.61918 |
| 12............ | 0.86256 | 0.82556 | 0.80306 | 0.78633 | 0.77361 | 0.73992 | 0.72297 | 0.70365 | 0.67697 | 0.65002 |
| 13............... | 0.87589 | 0.84328 | 0.82344 | 0.80870 | 0.79749 | 0.76689 | 0.75116 | 0.73264 | 0.70693 | 0.68090 |
| 14................ | 0.88772 | 0.85920 | 0.84186 | 0.82897 | 0.81916 | 0.79161 | 0.77715 | 0.75958 | 0.73511 | 0.71031 |
| 15............ | 0.89926 | 0.87456 | 0.85954 | 0.84838 | 0.83990 | 0.81537 | 080222 | 0.78571 | 0.76263 | 0.73921 |
| 16............ | 0.91045 | 0.89005 | 0.87707 | 0.86725 | 0.85969 | 0.83814 | 0.82634 | 0.85097 | 0.78941 | 0.76751 |
| 17............ | 0.92126 | 0.90473 | 0.89368 | 0.88518 | 0.87855 | 0.85994 | 0.84949 | 0.83534 | 0.81539 | 0.79513 |
| 18............. | 0.93167 | 0.91855 | 0.90937 | 0.90218 | 0.89652 | 0.88076 | 0.87169 | 0.85880 | 0.84055 | 0.82201 |
| 19............ | 0.94164 | 0.93156 | 0.92416 | 0.91829 | 0.91362 | 0.90065 | 0.89294 | 0.88135 | 0.86485 | 0.8481 |
| 20............ | 0.95115 | 0.94378 | 0.93811 | 0.93355 | 0.92989 | 0.91963 | 0.91327 | 0.90300 | 0.88829 | 0.87339 |
| 21............ | 0.96019 | 0.95524 | 0.95126 | 0.94801 | 0.94538 | 0.93776 | 0.93273 | 0.92379 | 0.91088 | 0.89784 |
| 22........... | 0.96870 | 0.96595 | 0.96365 | 0.96175 | 0.96021 | 0.95510 | 0.95137 | 0.94378 | 0.93272 | 0.92160 |
| 23............ | 0.97647 | 0.97484 | 0.97341 | 0.97222 | 0.97124 | 0.96781 | 0.96513 | 0.95938 | 0.95113 | 0.94280 |
| 24............ | 0.98394 | 0.98310 | 0.98234 | 0.98170 | 0.98117 | 0.97916 | 0.97745 | 0.97326 | 0.96721 | 0.96113 |
|  | (35) | $1(80)$ | 145) | $1(50)$ | (15) | ${ }^{(160)}$ | $\mu(65)$ | $1(70)$ | (75) | $1(80)$ |
| 1............. | 0.24112 | 0.21186 | 0.18115 | 0.15008 | 0.11976 | 0.08902 | 0.05958 | 0.03338 | 0.01292 | 0.00273 |
| 2............ | 0.27782 | 0.24689 | 0.21406 | 0.18033 | 0.14670 | 0.11191 | 0.07755 | 0.04575 | 0.01952 | 0.00503 |
| 3............ | 0.31434 | 0.28218 | 0.24767 | 0.21174 | 0.17522 | 0.13673 | 0.09766 | 0.06022 | 0.02784 | 0.00832 |
| 4............ | 0.35056 | 0.31754 | 0.28179 | 0.24411 | 0.20509 | 0.16329 | 0.11978 | 0.07676 | 0.03795 | 0.01277 |
| 5............ | 0.38638 | 0.35286 | 0.31626 | 0.27725 | 0.23612 | 0.19142 | 0.14377 | 0.09531 | 0.04993 | 0.01851 |
| 6............ | 0.42175 | 0.38804 | 0.35095 | 0.31099 | 0.26816 | 0.22095 | 0.16952 | 0.11581 | 0.06380 | 0.02565 |
| 7............. | 0.45661 | 0.42300 | 0.38574 | 0.34521 | 0.30104 | 0.25173 | 0.19690 | 0.13819 | 0.07957 | 0.03430 |
| 8............. | 0.49095 | 0.45768 | 0.42055 | 0.37978 | 0.33463 | 0.28363 | 0.22577 | 0.16236 | 0.09724 | 0.04453 |
| 9............. | 0.52472 | 0.49202 | 0.45529 | 0.41461 | 0.36881 | 0.31651 | 0.25601 | 0.18824 | 0.11680 | $0.0564!$ |
| 10............ | 0.55791 | 0.52598 | 0.48990 | 0.44959 | 0.40348 | 0.35025 | 0.28752 | 0.21574 | 0.13820 | 0.06998 |
| 11............ | 0.59051 | 0.55952 | 0.52432 | 0.48466 | 0.43853 | 0.38474 | 0.32017 | 0.24477 | 0.16140 | 0.08526 |
| 12............ | 0.62244 | 0.59256 | 0.55843 | 0.51967 | 0.47386 | 0.42012 | 0.35425 | 0.27569 | 0.18687 | 0.10276 |
| 13............. | 0.65419 | 0.62524 | 0.59209 | 0.55428 | 0.50871 | 0.45471 | 0.38735 | 0.30557 | 0.21139 | 0.11961 |
| 14............ | 0.68474 | 0.65694 | 0.62489 | 0.58794 | 0.54258 | 0.48838 | 0.41967 | 0.33494 | 0.23580 | 0.13670 |
| 15............ | 0.71496 | 0.68850 | 0.65780 | 0.62201 | 0.57722 | 0.52321 | 0.45349 | 0.36631 | 0.26248 | 0.15595 |
| 16............ | 0.74472 | 0.71981 | 0.69069 | 0.65636 | 0.61249 | 0.55909 | 0.48902 | 0.39966 | 0.29152 | 0.17753 |
| 17........... | 0.77395 | 0.75074 | 0.72342 | 0.69083 | 0.64822 | 0.59587 | 0.52585 | 0.43492 | 0.32293 | 0.20156 |
| 18........... | 0.80255 | 0.78118 | 0.75586 | 0.72527 | 0.68425 | 0.63336 | 0.56391 | 0.47197 | 0.35668 | 0.22813 |
| $19 . . . . . . . . . .$. | 0.83045 | 0.81104 | 0.78788 | 0.75951 | 0.72040 | 0.67137 | 0.60299 | 0.51064 | 0.39267 | 0.25725 |
| 20............ | 0.85760 | 0.84024 | 0.81936 | 0.79341 | 0.75649 | 0.70970 | 0.64287 | 0.55072 | 0.43074 | 0.28887 |
| 21............ | 0.88396 | 0.86871 | 0.85022 | 0.82685 | 0.79235 | 0.74814 | 0.68334 | 0.59196 | 0.47070 | 0.32290 |
| 22. | 0.90970 | 0.8\%667 | 0.88065 | 0.85956 | 0.82723 | 0.78521 | 0.72230 | 0.63189 | 0.50981 | 0.35699 |
| 23............ | 0.93361 | 0.92323 | 0.91008 | 0.89229 | 0.86376 | 0.82609 | 0.76783 | 0.68162 | 0.56213 | 0.40614 |
| 24........... | 0.95434 | 0.94663 | 0.93667 | 0.92272 | 0.89898 | 0.86700 | 0.81544 | 0.73627 | 0.62294 | 0.46701 |

Table 229. Phomahlitty of surviving from dirth, $/(x)$, for moth sexes combined. North model

| Lnw |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 41) | (2) | (3) | $1(4)$ | $1(5)$ | (10) | (15) | 120) | $1(25)$ | 1309 |
| 1............ | 0.65392 | 0.57185 | 0.52163 | 0.48402 | 0.45544 | 0.39718 | 0.37104 | 0.34598 | 0.31664 | 0.28688 |
| 2............ | 0.68379 | 0.60579 | 0.55808 | 0.52234 | 0.49519 | 0.43758 | 0.41135 | 0.38592 | 0.35589 | 0.32523 |
| 3........... | 0.71061 | 0.63686 | 0.59175 | 0.55795 | 0.53228 | 0.47592 | 0.44989 | 0.42438 | 0.39403 | 0.36285 |
| 4............ | 0.73491 | 0.66548 | 0.62301 | 0.59120 | 0.56703 | 0.51234 | 0.48677 | 0.46144 | 0.43106 | 0.39969 |
| 5............ | 0.75708 | 0.69200 | 0.65218 | 0.62236 | 0.59970 | 0.54703 | 0.52210 | 0.49715 | 0.46701 | 0.43574 |
| 6............ | 0.77743 | 0.71667 | 0.67950 | 0.65166 | 0.63051 | 0.58012 | 0.55600 | 0.53159 | 0.50190 | 0.47098 |
| 7............. | 0.79622 | 0.73973 | 0.70518 | 0.67929 | $0.65 \% 63$ | 0.61173 | 0.58855 | 0.56483 | 0.53578 | 0.50541 |
| 8............ | 0.81365 | 0.76136 | 0.72938 | 0.70542 | 0.68722 | 0.64198 | 0.61984 | 0.59692 | 0.56867 | 0.53903 |
| 9............ | 0.82988 | 0.78171 | 0.75224 | 0.73018 | 0.71342 | 0.67095 | 0.64995 | 0.62793 | 0.60061 | 0.57186 |
| 10............. | 0.84503 | 0.80090 | 0.77391 | 0.75369 | 0.73834 | 0.69873 | 0.67893 | 0.65790 | 0.63162 | 0.60391 |
| 11............ | 0.85924 | 0.81905 | 0.79446 | 0.77606 | 0.76207 | 0.72540 | 0.70687 | 0.68688 | 0.66175 | 0.63518 |
| 12............ | 0.87255 | 0.83620 | 0.81397 | 0.79732 | 0.78466 | 0.75097 | 0.73375 | 0.71487 | 0.69095 | 0.66563 |
| 13............ | 0.88497 | 0.85299 | 0.83342 | 0.81877 | 0.80764 | 0.77729 | 0.76138 | 0.74346 | 0.72053 | 0.69624 |
| 14............ | 0.89613 | 0.86841 | 0.85139 | 0.83861 | 0.82886 | 0.80185 | 0.78736 | 0.77059 | 0.74896 | 0.72599 |
| 15............ | 0.90699 | 0.88329 | 0.86860 | 0.85753 | 0.84904 | 0.82525 | 0.81220 | 0.79668 | 0.77646 | 0.75495 |
| 16............ | 0.91750 | 0.89785 | 0.88526 | 0.87564 | 0.86818 | 0.84751 | 0.83592 | 0.82169 | 0.80298 | 0.78306 |
| 17............. | 0.92764 | 0.91162 | 0.90101 | 0.89278 | 0.88633 | 0.86868 | 0.85853 | 0.84564 | 0.82851 | 0.81027 |
| 18............ | 0.93737 | 0.92460 | 0.91585 | 0.90899 | 0.90354 | 0.88879 | 0.88008 | 0.86855 | 0.85307 | 0.83656 |
| 19............ | 0.94668 | 0.93682 | 0.92985 | 0.92431 | 0.91987 | 0.90792 | 0.90061 | 0.89046 | 0.87664 | 0.86193 |
| 20........... | 0.95555 | 0.94833 | 0.94304 | 0.93880 | 0.93537 | 0.92612 | 0.92019 | 0.91142 | 0.89928 | 0.88638 |
| 21............ | 0.96397 | 0.95913 | 0.95548 | 0.95252 | 0.95011 | 0.94346 | 0.93889 | 0.93148 | 0.92104 | 0.909\% |
| $22 . . . . . . . . . .$. | 0.97194 | 0.96932 | 0.96728 | 0.96561 | 0.96425 | 0.96014 | 0.95690 | 0.95088 | 0.94214 | 0.93292 |
| 23........... | 0.97905 | 0.97753 | 0.97630 | 0.97529 | 0.97445 | 0.97179 | 0.96958 | 0.96524 | 0.95899 | 0.95228 |
| 24............ | 0.98583 | 0.98506 | 0.98442 | 0.98389 | 0.98345 | 0.981\% | 0.9806] | 0.97757 | 0.97313 | 0.96838 |
|  | (35) | $1(80)$ | (45) | $1(50)$ | ${ }^{(55)}$ | ${ }^{\prime}(60)$ | 1765) | 1400 | (79) | 1(40) |
| $1 . .$. | 0.25673 | 0.22585 | 0.19535 | 0.16574 | 0.13634 | 0.10488 | 0.07265 | 0.04214 | 0.01756 | 0.00444 |
| 2.............. | 0.29392 | 0.26153 | 0.22914 | 0.19720 | 0.16487 | 0.12971 | 0.09273 | 0.05646 | 0.02567 | 0.00760 |
| 3....wnam..... | 0.33079 | 0.29736 | 0.26349 | 0.22965 | 0.19480 | 0.15631 | 0.11487 | 0.07292 | 0.03564 | 0.01193 |
| 4 . | 0.36725 | 0.33316 | 0.29823 | 0.26290 | 0.22590 | 0.18448 | 0.13892 | 0.09147 | 0.04753 | 0.01760 |
|  | 0.40322 | 0.36883 | 0.33321 | 0.29677 | 0.25799 | 0.21405 | 0.16473 | 6.1 1200 | 0.06135 | 0.02470 |
| 6 .-. | 0.43866 | 0.40427 | 0.36830 | 0.33111 | 0.29092 | 0.24486 | 0.19217 | 0.13445 | 0.07714 | 0.03335 |
| $7 .$. | 0.47353 | 0.43943 | 0.40341 | 0.36580 | 0.32453 | 0.27675 | 0.22110 | 0.15872 | 0.09486 | 0.04362 |
| 8. | 0.50781 | 0.47425 | 0.43846 | 0.40073 | 0.35871 | 0.30959 | 0.25138 | 0.18471 | 0.11450 | 0.05557 |
|  | 0.54148 | 0.50867 | 0.47337 | 0.43581 | 0.39333 | 0.34325 | 0.28289 | 0.21232 | 0.13601 | 0.06924 |
| 10. | 0.57452 | 0.54267 | 0.50809 | 0.47095 | 0.42832 | 0.37762 | 0.31551 | 0.24145 | 0.15935 | 0.08467 |
| 11. | 0.60693 | 0.57620 | 0.54255 | 0.50608 | 0.46356 | 0.41259 | 0.34914 | 0.27201 | 0.18444 | 0.10185 |
| 12. | 0.63864 | 0.60920 | 0.57665 | 0.54107 | 0.49894 | 0.44815 | 0.38385 | 0.30413 | 0.21159 | 0.12119 |
| 13. | 0.67032 | 0.64202 | 0.61044 | 0.57570 | 0.53386 | 0.48310 | 0.41781 | 0.33545 | 0.23793 | 0.13990 |
| 14. | 0.70143 | 0.67449 | 0.64404 | 0.61014 | 0.56857 | 0.51779 | 0.45153 | 0.36666 | 0.26441 | 0.15900 |
| $15 . .$. | 0.73191 | 0.70651 | 0.67745 | 0.64466 | 0.60372 | 0.55332 | 0.48651 | 0.39967 | 0.29308 | 0.18028 |
|  | 0.76166 | 0.73800 | 0.71053 | 0.67915 | 0.63915 | 0.58955 | 0.52279 | 0.43442 | 0.32398 | 0.20389 |
| 17.....wnum... | 0.79063 | 0.76884 | 0.74319 | 0.71346 | 0.67473 | 0.62635 | 0.56009 | 0.47082 | 0.35709 | 0.22991 |
| 18. | 0.81877 | 0.79897 | 0.77531 | 0.74747 | 0.71031 | 0.66353 | 0.59829 | 0.50874 | 0.39234 | 0.25839 |
| 19. | 0.84605 | 0.82834 | 0.8068 ) | 0.78105 | 0.74575 | 0.70094 | 0.63722 | 0.54799 | 0.42963 | 0.28933 |
|  | 0.87247 | 0.85690 | 0.83761 | 0.81411 | 0.78090 | 0.73840 | 0.67665 | 0.58839 | 0.46877 | 0.32265 |
| $21 . . . . . . . . . . . . .$. | 0.89801 | 0.88464 | 0.86767 | 0.84657 | 0.81565 | 0.77576 | 0.71643 | 0.62969 | 0.50957 | 0.35822 |
|  | 0.92301 | 0.91192 | 0.89736 | 0.87853 | 0.84988 | 0.81231 | 0.75527 | 0.67024 | 0.55002 | 0.39421 |
| 23 ............. | 0.94489 | 0.93632 | 0.92465 | 0.90887 | 0.88380 | 0.85045 | 0.79831 | 0.71828 | 0.60175 | 0.44407 |
| 24. | 0.96312 | 0.95695 | 0.94825 | 0.93598 | 0.91533 | 0.88738 | 0.84198 | 0.76970 | 0.66051 | 0.50457 |

Nose: Values of $\langle x)$ based on a sex ratio at birth of 105 males per 100 females.

Table 230. Female moindilty of sunvivino from minth, $/(x)$, SOUth model

| 404 | (1) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $1(2)$ | $1(3)$ | 14 ) | (15) | (10) | $1(15)$ | 120) | 425) | $1(30)$ |
| 1............ | 0.69300 | 0.55531 | 0.49192 | 0.45845 | 0.43943 | 0.39982 | 0.38056 | 0.35552 | 0.32645 | 0.29785 |
| 2............ | 0.71551 | 0.58633 | 0.52685 | 0.49544 | 0.47760 | 0.43860 | 0.41940 | 0.39429 | 0.36492 | 0.33575 |
| 3............ | 0.73585 | 0.61504 | 0.55941 | 0.53005 | 0.51336 | 0.47538 | 0.45646 | 0.43156 | 0.40225 | 0.37290 |
| 4...... | 0.75437 | 0.64176 | 0.58992 | 0.56254 | 0.54699 | 0.51034 | 0.49188 | 0.46744 | 0.43850 | 0.40928 |
| \$............. | 0.77135 | 0.66676 | 0.61860 | 0.59317 | 0.57872 | 0.54365 | 0.52579 | 0.50201 | 0.47368 | 0.44487 |
| 6............ | 0.78702 | 0.69022 | 0.64565 | 0.62212 | 0.60875 | 0.57544 | 0.55831 | 0.53536 | 0.50785 | 0.47968 |
| 7............ | 0.80153 | 0.71231 | 0.67124 | 0.64955 | 0.63722 | 0.60585 | 0.58953 | 0.56754 | 0.54105 | 0.51372 |
| 8............. | 0.81504 | 0.73318 | 0.69550 | 0.67560 | 0.66429 | 0.63496 | 0.61954 | 0.59863 | 0.57330 | 0.54699 |
| 9............ | 0.82766 | 0.75295 | 0.71855 | 0.70039 | 0.69007 | 0.66288 | 0.64842 | 0.62868 | 0.60464 | 0.57951 |
| 10............ | 0.83935 | 0.77177 | 0.74065 | 0.72422 | 0.71489 | 0.69031 | 0.67685 | 0.65815 | 0.63535 | 0.61131 |
| 11............ | 0.84956 | 0.78923 | 0.76145 | 0.74679 | 0.73845 | 0.71633 | 0.70401 | 0.68682 | 0.66568 | 0.64319 |
| 12............ | 0.85953 | 0.80603 | 0.78140 | 0.76839 | 0.76100 | 0.74127 | 0.73010 | 0.71444 | 0.69500 | 0.67416 |
| 13............ | 0.86925 | 0.82219 | 0.80052 | 0.78909 | 0.78259 | 0.76519 | 0.75517 | 0.74104 | 0.72334 | 0.70420 |
| 14............ | 087870 | 0.83774 | 0.81888 | 0.80892 | 0.80326 | 0.78815 | 0.77927 | 0.76666 | 0.75072 | 0.73333 |
| 15............ | 088786 | 0.85268 | 0.83649 | 0.82794 | 0.82308 | 0.81018 | 0.80244 | 0.79134 | 0.77717 | 0.76157 |
| 16............ | 0.89673 | 0.86705 | 0.85339 | 0.84617 | 0.84207 | 0.83135 | 0.82471 | 0.81511 | 0.80272 | 0.78892 |
| 17............. | 0.90529 | 0.88101 | 0.86975 | 0.86375 | 0.86029 | 0.85168 | 0.84615 | 0.83802 | 0.82741 | 0.81543 |
| 18............. | 0.91361 | 0.89454 | 0.88559 | 0.88077 | 0.87791 | 0.87131 | 0.86688 | 0.86022 | 0.85138 | 0.84125 |
| 19............ | 0.92285 | 0.90801 | 0.90094 | 0.89708 | 0.89474 | 0.88949 | 0.88592 | 0.88076 | 0.87374 | 0.86562 |
| 20............ | 0.93199 | 0.92070 | 0.91525 | 0.91224 | 0.91036 | 0.90641 | 0.90363 | 0.89962 | 0.89406 | 0.88754 |
| 21............ | 0.94110 | 0.93283 | 0.92878 | 0.92651 | 0.92507 | 0.92222 | 0.92015 | 0.91715 | 0.91291 | 0.90786 |
| 22. | 0.95013 | 0.94436 | 0.94151 | 0.93989 | 0.93883 | 0.93689 | 0.93542 | 0.93328 | 0.93019 | 0.92646 |
| 23............ | 0.95904 | 0.95528 | 0.95339 | 0.95230 | 0.95158 | 0.95035 | 0.94937 | 0.94795 | 0.94584 | 0.94325 |
| 24............. | 0.96774 | 0.96550 | 0.96436 | 0.96369 | 0.96324 | 0.96254 | 0.96195 | 0.96109 | 0.95976 | 0.95810 |
|  | 135) | (40) | (4s) | $1580)$ | (55) | ${ }^{1609}$ | ${ }^{\prime}(65)$ | $1(70)$ | (75) | (40) |
| I............ | 0.27066 | 0.24473 | 0.22102 | 0.19851 | 0.17246 | 0.14202 | 0.10228 | 0.06086 | 0.02557 | 0.00598 |
| 2............ | 0.30779 | 0.28085 | 0.25588 | 0.23187 | 0.20377 | 0.17049 | 0.12633 | 0.07876 | 0.03598 | 0.00992 |
| 3............ | 0.34454 | 0.31694 | 0.29106 | 0.26586 | 0.23605 | 0.20031 | 0.15218 | 0.09878 | 0.04841 | 0.01516 |
| 4............ | 0.38084 | 0.35292 | 0.32642 | 0.30032 | 0.26911 | 0.23129 | 0.17966 | 0.12081 | 0.06287 | 0.02183 |
| 5............ | 0.41665 | 0.38869 | 0.36185 | 0.33510 | 0.30282 | 0.26327 | 0.20862 | 0.14476 | 0.07936 | 0.03004 |
| 6............ | 0.45192 | 0.42419 | 0.39725 | 0.37011 | 0.33704 | 0.29611 | 0.23892 | 0.17050 | 0.09784 | 0.03987 |
| 7............ | 0.48664 | 0.45937 | 0.43256 | 0.40524 | 0.37165 | 0.32968 | 0.27042 | 0.19793 | 0.11827 | 0.05136 |
| 8............ | 0.52078 | 0.49418 | 0.46771 | 0.44042 | 0.40656 | 0.36387 | 0.30300 | 0.22693 | 0.14062 | 0.06457 |
| 9............ | 0.55434 | 0.52858 | 0.50265 | 0.47558 | 0.44169 | 0.39857 | 0.33654 | 0.25740 | 0.16482 | 0.07952 |
| 10........... | 0.58725 | 0.56239 | 0.53707 | 0.51033 | 0.47670 | 0.43345 | 0.37082 | 0.28913 | 0.19055 | 0.09599 |
| 11............ | 0.62047 | 0.59675 | 0.57217 | 0.54581 | 0.51229 | 0.46882 | 0.40536 | 0.32108 | 0.21671 | 0.11294 |
| 12........... | 0.65289 | 0.63047 | 0.60680 | 0.58104 | 0.54788 | 0.50455 | 0.44076 | 0.35449 | 0.24482 | 0.13184 |
| 13............. | 0.68450 | 0.66350 | 0.64092 | 0.61594 | 0.58340 | 0.54053 | 0.47690 | 0.38927 | 0.27487 | 0.15278 |
| 14............ | 0.71528 | 0.69582 | 0.67447 | 0.65044 | 0.61876 | 0.57666 | 0.51368 | 0.42530 | 0.30681 | 0.17579 |
| 15............. | 0.74523 | 0.72740 | 0.70740 | 0.68449 | 0.65388 | 0.61284 | 0.55098 | 0.46247 | 0.34056 | 0.20090 |
| 16............ | 0.77434 | 0.75822 | 0.73970 | 0.71803 | 0.68869 | 0.64899 | Q58667 | 0.50066 | 0.37603 | 0.22811 |
| 17............. | 0.80265 | 0.78830 | 0.77134 | 0.75104 | 0.72314 | 0.68503 | 0.62667 | 0.53974 | 0.41312 | 0.25739 |
| 18.............. | 0.83032 | 0.81780 | 0.80249 | 0.78368 | 0.75725 | 0.72089 | 0.03656 | 0.57913 | 0.45137 | 0.28844 |
| 19.............. | 0.85641 | 0.84569 | 0.83210 | 0.81494 | 0.79031 | 0.75612 | 0.70268 | 0.61998 | 0.49266 | 0.32387 |
| $20 . . . . . . . . . . .$. | 0.88000 | 0.87108 | 0.85936 | 0.84413 | 0.82181 | 0.79050 | 0.74107 | 0.66276 | 0.53801 | 0.36506 |
| 21............ | 0.90190 | 0.89470 | 0.88487 | 0.87168 | 0.85189 | 0.82381 | 0.77901 | 0.70618 | 0.58584 | 0.41070 |
| 22............ | 0.92195 | 0.91637 | 0.90841 | 0.89733 | 0.88025 | 0.85572 | 0.81613 | 0.74994 | 0.63604 | 0.46123 |
| 23............ | 0.94001 | 0.93592 | 0.92975 | 0.92081 | 0.90658 | 0.88586 | 0.85200 | 0.79359 | 0.68841 | 0.51710 |
| 24............ | 0.95596 | 0.95316 | 0.94868 | 0.94184 | 0.93053 | 0.91382 | 0.88612 . | 0.83657 | 0.74258 | 0.57880 |

Tamle 231. Male probability of surviving prom birith, $/(x)$, South model

| $t$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | $1(5)$ | (10) | (15) | (20) | (23) | $1(30)$ |
|  | 0.66445 | 0.53955 | 0.48194 | 0.45107 | 0.43401 | 0.39926 | 0.38400 | 0.36199 | 0.33087 | 0.30238 |
| 2............. | 0.68878 | 0.57082 | 0.51641 | 0.48725 | 0.47115 | 0.43683 | 0.42157 | 0.39948 | 0.36805 | 0.33906 |
| 3............ | 0.71075 | 0.59976 | 0.54857 | 0.52113 | 0.50598 | 0.47244 | 0.45733 | 0.43539 | 0.40401 | 0.37487 |
| 4............ | 0.73076 | 0.62670 | 0.57869 | 0.55296 | 0.53876 | 0.50626 | 0.49143 | 0.46984 | 0.43879 | 0.40980 |
| 5............. | 0.74911 | 0.65187 | 0.60702 | 0.58298 | 0.56971 | 0.53846 | 0.52401 | 0.50293 | 0.47247 | 0.44387 |
| 6............ | 0.76604 | 0.67551 | 0.63375 | 0.61137 | 0.59901 | 0.56917 | 0.55520 | 0.53475 | 0.50508 | 0.47709 |
| 7............. | 0.78172 | 0.69776 | 0.65903 | 0.63828 | 0.62681 | 0.59852 | 0.58509 | 0.56540 | 0.53669 | 0.50948 |
| 8............. | 0.79632 | 0.71878 | 0.68301 | 0.66384 | 0.65326 | 0.62661 | 0.61378 | 0.59493 | 0.56732 | 0.54107 |
| 9............ | 0.80996 | 0.73868 | 0.70580 | 0.68818 | 0.67845 | 0.65353 | 0.64135 | 0.62341 | 0.59704 | 0.57186 |
| 10............ | 0.82248 | 0.75682 | 0.72654 | 0.71030 | 0.70134 | 0.67848 | 0.66701 | 0.64993 | 0.62468 | 0.60052 |
| 11............. | 0.83358 | 0.77468 | 0.74751 | 0.73294 | 0.72490 | 0.70400 | 0.69325 | 0.67724 | 0.65340 | 0.63058 |
| 12............ | 0.84441 | 0.79188 | 0.76765 | 0.75466 | 0.74749 | 0.72855 | 0.71853 | 0.70363 | 0.68148 | 0.66009 |
| 13............ | 0.85498 | 0.80845 | 0.78700 | 0.77549 | 0.76914 | 0.75214 | 0.74289 | 0.72914 | 0.70869 | 0.68883 |
| 14............ | 0.86525 | 0.82442 | 0.80558 | 0.79548 | 0.78991 | 0.77482 | 0.76636 | 0.75379 | 0.73507 | 0.71680 |
| 15............ | 0.87522 | 0.83978 | 0.82343 | 0.81467 | 0.80983 | 0.79662 | 0.78896 | 0.77758 | 0.76063 | 0.74400 |
| 16............ | 0.88487 | 0.85455 | 0.84056 | 0.83307 | 0.82893 | 0.81758 | 0.81072 | 0.80054 | 0.78537 | 0.77040 |
| 17............ | 0.99419 | 0.86875 | 0.85701 | 0.85073 | 0.84725 | 0.83772 | 0.83167 | 0.82270 | 0.80931 | 0.79603 |
| 18............. | 0.90324 | 0.88267 | 0.87307 | 0.86788 | 0.86498 | 0.85725 | 0.85202 | 0.84426 | 0.83265 | 0.82110 |
| 19............. | 0.91382 | 0.89888 | 0.89165 | 0.88762 | 0.88528 | 0.87921 | 0.87480 | 0.86836 | 0.85911 | 0.84948 |
| 20............ | 0.92390 | 0.91265 | 0.90700 | 0.90377 | 0.90183 | 0.89709 | 0.89345 | 0.88814 | 0.88064 | 0.87268 |
| 21............ | 0.93395 | 0.92580 | 0.92155 | 0.91906 | 0.91752 | 0.91396 | 0.91304 | 0.90680 | 0.90090 | 0.89453 |
| 22............ | 0.94395 | 0.93833 | 0.93528 | 0.93345 | 0.93230 | 0.92976 | 0.92749 | 0.92425 | 0.91980 | 0.91490 |
| 23........... | 0.95383 | 0.95020 | 0.94816 | 0.94690 | 0.94609 | 0.94439 | 0.94273 | 0.94038 | 0.93720 | 0.93363 |
| 24............ | 0.96352 | 0.96137 | 0.96012 | 0.95933 | 0.95882 | 0.95777 | 0.95664 | 0.95506 | 0.95296 | 0.95054 |
|  | 133) | 14*) | (143) | ${ }^{(50)}$ | $1(35)$ | (60) | ${ }^{165)}$ | (100) | 175) | (100) |
| 1............. | 0.27675 | 0.25110 | 0.22380 | 0.19568 | 0.16511 | 0.13177 | 0.09393 | 0.05659 | 0.02518 | 0.00684 |
| 2............ | 0.31266 | 0.28600 | 0.25729 | 0.22732 | 0.19421 | 0.15750 | 0.11508 | 0.07202 | 0.03416 | 0.01038 |
| 3............ | 0.34800 | 0.32065 | 0.29089 | 0.25940 | 0.22411 | 0.18436 | 0.13767 | 0.08906 | 0.04461 | 0.01484 |
| 4............. | 0.38274 | 0.35500 | 0.32448 | 0.29180 | 0.25465 | 0.21219 | 0.16156 | 0.10761 | 0.05650 | 0.02029 |
| 5............ | 0.41686 | 0.38898 | 0.35799 | 0.32440 | 0.28569 | 0.24085 | 0.18662 | 0.12758 | 0.06982 | 0.02675 |
| 6............ | 0.45034 | 0.42254 | 0.39133 | 0.35710 | 0.31713 | 0.27020 | 0.21271 | 0.14887 | 0.08451 | 0.03427 |
| 7............ | 0.48318 | 0.45566 | 0.42446 | 0.38983 | 0.34886 | 0.30014 | 0.23972 | 0.17139 | 0.10054 | 0.04284 |
| $8 . . . . . . . . . .$. | 0.51537 | 0.48830 | 0.45732 | 0.42251 | 0.38081 | 0.33057 | 0.26756 | 0.19504 | 0.11785 | 0.05248 |
| 9............ | 0.54690 | 0.52046 | 0.48987 | 0.45509 | 0.41288 | 0.36141 | 0.29613 | 0.21973 | 0.13640 | 0.06319 |
| 10........... | 0.57626 | 0.55042 | 0.52025 | 0.48557 | 0.44305 | 0.39050 | 0.32340 | 0.24356 | 0.15458 | 0.07397 |
| 11............" | 0.60713 | 0.58195 | 0.55223 | 0.51769 | 0.47483 | 0.42131 | 0.35212 | 0.26878 | 0.17394 | 0.08558 |
| 12............ | 0.63776 | 0.61361 | 0.58470 | 0.55057 | 0.50757 | 0.45322 | 0.38229 | 0.29567 | 0.19509 | 0.09863 |
| 13............ | 0.66774 | 0.64475 | 0.61683 | 0.58333 | 0.54046 | 0.48558 | 0.41329 | 0.32378 | 0.21772 | 0.11301 |
| 14............ | 0.69704 | 0.67531 | 0.64854 | 0.61589 | 0.57340 | 0.51829 | 0.44502 | 0.35304 | 0.24181 | 0.12878 |
| 15.......arn* | 0.72563 | 0.70527 | 0.67979 | 0.64816 | 0.60629 | 0.55125 | 0.47740 | 0.38337 | 0.26732 | 0.14595 |
| 16............ | 0.75349 | 0.73458 | 0.71052 | 0.68008 | 0.63905 | 0.58436 | 0.51029 | 0.41466 | 0.29417 | 0.16452 |
| 17............ | 0.78062 | 0.76323 | 0.74068 | 0.71158 | 0.67160 | 0.61755 | 0.54362 | 0.44681 | 0.32232 | 0.18448 |
| 18............ | 0.80724 | 0.79144 | 0.77051 | 0.74289 | 0.70415 | 0.65098 | 0.57755 | 0.48000 | 0.35191 | 0.20599 |
| 19............ | 0.83773 | 0.82410 | 0.80547 | 0.77995 | 0.74302 | 0.69119 | 0.61887 | 0.52130 | 0.38997 | 0.23473 |
| 20............ | 0066275 | 0.85103 | 0.83457 | 0.81136 | 0.77681 | 0.72736 | 0.65753 | 0.56162 | 0.42906 | 0.26614 |
| 21............ | 0.88632 | 0.87651 | 0.86232 | 0.84163 | 0.80988 | 0.76343 | 0.69699 | 0.60393 | 0.47153 | 0.30179 |
| 22. | 0.90836 | 0.90042 | 0.88856 | 0.87061 | 0.84206 | 0.79926 | 0.73717 | 0.64835 | 0.51785 | 0.34262 |
| 23............ | 0.92367 | 0.92253 | 0.91300 | 0.89795 | 0.87300 | 0.83454 | 0.77786 | 0.69484 | 0.56843 | 0.38965 |
| 24........... | 0.94782 | 0.94256 | 0.93531 | 0.92326 | 0.90228 | 0.86885 | 0.81872 | 0.74330 | 0.62368 | 0.44418 |

Table 232. Promability of surviving from birth, $I(x)$, for hoth sexes combined, South model

| Lew |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | 1(2) | $1(3)$ | $1(4)$ | (15) | $(10)$ | $1(15)$ | (20) | (125) | 1309 |
| 1............ | 0.67837 | 0.54723 | 0.48680 | 0.45466 | 0.43665 | 0.39953 | 0.38232 | 0.35883 | 0.32871 | 0.30017 |
| 2............. | 0.70181 | 0.57838 | 0.52150 | 0.49124 | 0.47429 | 0.43769 | 0.42051 | 0.39694 | 0.36652 | 0.33744 |
| 3............ | 0.72299 | 0.60721 | 0.55385 | 0.52548 | 0.50957 | 0.47387 | 0.45690 | 0.43352 | 0.40315 | 0.37390 |
| 4............. | 0.74227 | 0.63404 | 0.58416 | 0.55763 | 0.54277 | 0.50824 | 0.49164 | 0.46866 | 0.43864 | 0.40954 |
| S............ | 0.75995 | 0.65913 | 0.61266 | 0.58795 | 0.57410 | 0.54099 | 0.52487 | 0.50248 | 0.47306 | 0.44435 |
| 6............ | 0.77627 | 0.68268 | 0.63955 | 0.61661 | 0.60376 | 0.57222 | 0.55671 | 0.53504 | 0.50643 | 0.47835 |
| 7............. | 0.79138 | 0.70485 | 0.66498 | 0.64377 | 0.63188 | 0.60209 | 0.58725 | 0.56644 | 0.53881 | 0.51154 |
| 8............ | 0.80545 | 0.72580 | 0.68910 | 0.66957 | 0.65864 | 0.63068 | 0.61658 | 0.59673 | 0.57023 | 0.54395 |
| 9............ | 0.81859 | 0.74564 | 0.71201 | 0.69413 | 0.68411 | 0.65809 | 0.64479 | 0.62598 | 0.60074 | 0.57559 |
| 10............ | 0.83070 | 0.76411 | 0.73342 | . 0.71709 | 0.70794 | 0.68425 | 0.67180 | 0.65393 | 0.62988 | 0.60578 |
| 11............. | 0.84137 | 0.78177 | 0.75430 | 0.73969 | 0.73150 | 0.71001 | 0.69849 | 0.68191 | 0.65939 | 0.63673 |
| 12........... | 0.85178 | 0.79878 | 0.77435 | 0.76135 | 0.75408 | 0.73475 | 0.72417 | 0.70890 | 0.68806 | 0.66695 |
| 13............ | 0.86194 | 0.81515 | 0.79359 | 0.78212 | 0.77570 | 0.75850 | 0.74888 | 0.73494 | 0.71583 | 0.69632 |
| 14............ | 0.87181 | 0.83091 | 0.81206 | 0.80203 | 0.79642 | 0.78132 | 0.77265 | 0.76006 | 0.74270 | 0.72486 |
| 15............ | 0.88138 | 0.84607 | 0.82980 | 0.82114 | 0.81629 | 0.80323 | 0.79553 | 0.78429 | 0.76869 | 0.75257 |
| 16............ | 0.89065 | 0.86064 | 0.84681 | 0.83945 | 0.83533 | 0.82429 | 0.81754 | 0.80764 | 0.79383 | 0.77943 |
| 17............ | 0.89960 | 0.87473 | 0.86322 | 0.85708 | 0.85361 | 0.84452 | 0.83873 | 0.83017 | 0.81813 | 0.80549 |
| 18............ | 0.90829 | 0.88845 | 0.87917 | 0.87416 | 0.87128 | 0.86410 | 0.85926 | 0.85204 | 0.84178 | 0.83092 |
| 19............. | 0.91822 | 0.90333 | 0.89618 | 0.89223 | 0.88989 | 0.88422 | 0.88022 | 0.87440 | 0.86624 | 0.85735 |
| 20............ | 0.92784 | 0.91657 | 0.91102 | 0.90790 | 0.90599 | 0.90163 | 0.89841 | 0.89373 | 0.88718 | 0.87992 |
| 21............ | 0.93743 | 0.92922 | 0.92507 | 0.92269 | 0.92120 | 0.91798 | 0.91548 | 0.91184 | 0.90675 | 0.90103 |
| 22............ | 0.94696 | 0.94127 | 0.93831 | 0.93659 | 0.93548 | 0.93323 | 0.93135 | 0.92865 | 0.92486 | 0.92053 |
| 23............ | 0.95637 | 0.95267 | 0.95071 | 0.94953 | 0.94876 | 0.94729 | 0.94596 | 0.94407 | 0.94141 | 0.93832 |
| 24............ | 0.96557 | 0.96338 | 0.96218 | 0.96145 | 0.96097 | 0.96009 | 0.95923 | 0.95800 | 0.95627 | 0.95422 |
|  | (35) | $1(40)$ | $1(45)$ | 1450 | (3s) | ${ }^{(60)}$ | $1(65)$ | 1700 | (75) | $1(00)$ |
| I............ | 0.27377 | 0.24799 | 0.22244 | 0.19706 | 0.16869 | 0.13676 | 0.09800 | 0.05867 | 0.02537 | 0.00642 |
| 2............ | 0.31028 | 0.28348 | 0.25660 | 0.22953 | 0.19887 | 0.16383 | 0.12056 | 0.07530 | 0.03504 | 0.01015 |
| 3............. | 0.34631 | 0.31884 | 0.29097 | 0.26255 | 0.22993 | 0.19214 | 0.14474 | 0.09380 | 0.04646 | 0.01499 |
| 4............ | 0.38181 | 0.35398 | 0.32542 | 0.29595 | 0.26170 | 0.22150 | 0.17038 | 0.11404 | 0.05960 | 0.02104 |
| 5............. | 0.41675 | 0.38883 | 0.35987 | 0.32961 | 0.29404 | 0.25178 | 0.19735 | 0.1359 | 0.07447 | 0.02835 |
| 6............. | 0.45111 | 0.42334 | 0.39421 | 0.36344 | 0.32684 | 0.28283 | 0.22549 | 0.15942 | 0.09101 | 0.03700 |
| 7............ | 0.48486 | 0.45746 | 0.42841 | 0.39734 | 0.35997 | 0.31454 | 0.25469 | 0.18433 | 0.10918 | 0.04699 |
| 8............. | 0.51800 | 0.49116 | 0.46238 | 0.43124 | 0.39337 | 0.34681 | 0.28484 | 0.21039 | 0.12895 | 0.05837 |
| 9............ | 0.55052 | 0.52442 | 0.49610 | 0.46508 | 0.42693 | 0.37953 | 0.31584 | 0.23810 | 0.15026 | 0.07115 |
| 10........... | 0.58162 | 0.55625 | 0.52845 | 0.49764 | 0.45946 | 0.41150 | 0.34653 | 0.26578 | 0.17212 | 0.08471 |
| 11............ | 0.61363 | 0.58916 | 0.56195 | 0.53140 | 0.49310 | 0.44448 | 0.37809 | 0.29429 | 0.19480 | 0.09892 |
| 12............. | 0.64514 | 0.62183 | 0.59548 | 0.56543 | 0.52\%23 | 0.47825 | 0.41081 | 0.32436 | 0.21934 | 0.11482 |
| 13........... | 0.67591 | 0.65389 | 0.62858 | 0.59923 | 0.56140 | 0.51238 | 0.44431 | 0.35572 | 0.24559 | 0.13240 |
| 14............ | 0.70593 | 0.68531 | 0.66118 | 0.63274 | 0.59552 | 0.54676 | 0.47851 | 0.38828 | 0.27351 | 0.15171 |
| 15............ | 0.73519 | 0.71606 | 0.69325 | 0.66588 | 0.62950 | 0.58129 | 0.51329 | 0.42195 | 0.30304 | 0.17275 |
| 16............ | 0.76366 | 0.74611 | 0.72475 | 0.69859 | 0.66326 | 0.61588 | 0.54852 | 0.45661 | 0.33410 | 0.19553 |
| $17 . .1 . . . . . . . .$. | 0.79136 | 0.77545 | 0.75563 | 0.73082 | 0.69674 | 0.65046 | 0.58413 | 0.49214 | 0.36661 | 0.22004 |
| 18............ | 0.81849 | 0.80429 | 0.78610 | 0.76278 | 0.73005 | 0.68508 | 0.61999 | 0.52835 | 0.40042 | 0.24620 |
| 19............ | 0.84684 | 0.83463 | 0.81845 | 0.79701 | 0.76608 | 0.72286 | 0.65975 | 0.56943 | 0.44006 | 0.27821 |
| $20 . . . . . . . . . .$. | 0.87116 | 0.86081 | 0.84666 | 0.82734 | 0.79876 | 0.75815 | 0.69828 | 0.61095 | 0.48220 | 0.31439 |
| 21............ | 0.89391 | 0.88538 | 0.87331 | 0.85628 | 0.83037 | 0.79288 | 0.73699 | 0.65380 | 0.52729 | 0.35491 |
| 22........... | 0.91498 | 0.90820 | 0.89824 | 0.88364 | 0.86068 | 0.82680 | 0.77568 | 0.69790 | 0.57550 | 0.40047 |
| 23............ | 0.93420 | 0.92906 | 0.92117 | 0.90910 | 0.86938 | 0.85957 | 0.81402 | 0.74301 | 0.62695 | 0.45182 |
| 24........... | 0.95138 | 0.94773 | 0.94183 | 0.93232 | 0.91606 | 0.89078 | 0.85159 | 0.78879 | 0.68167 | 0.5094 |

Noce: Values of $f(x)$ based on a sex ratio at birth of 105 males per 100 females.

Tacle 233. Female mobablity of surviving from math. $l(x)$. EASt model

| Lnd |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (1) | 149 | (5) | $1(10)$ | $1(15)$ | $1(20)$ | 4(25) | 1909 |
| 1............ | 0.57215 | 0.49832 | 0.46694 | 0.44635 | 0.43206 | 0.40070 | 0.38442 | 0.36355 | 0.33791 | 0.30981 |
| 2............ | 0.60670 | 0.53531 | 0.504\% | 0.48504 | 0.47123 | 0.44000 | 0.42364 | 0.40256 | 0.37652 | 0.34781 |
| 3............ | 0.63820 | 0.56971 | 0.54059 | 0.52149 | 0.50823 | 0.47748 | 0.46123 | 0.44019 | 0.41405 | 0.38508 |
| 4............. | 0.66712 | 0.60186 | 0.57412 | 0.53592 | 0.54329 | 0.51329 | 0.49731 | 0.47650 | 0.45053 | 0.42162 |
| 5............ | 0.69382 | 0.63204 | 0.60578 | 0.58854 | 0.57659 | 0.54757 | 0.53197 | 0.51157 | 0.48600 | 0.45741 |
| 6............ | 0.71859 | 0.66045 | 0.63574 | 0.61953 | 0.60828 | 0.58042 | 0.56532 | 0.54548 | 0.52050 | 0.49245 |
| $7.1 . . . . . . . .$. | 0.74167 | 0.68730 | 0.66418 | 0.64902 | 0.63849 | 0.61194 | 0.59744 | 0.57827 | 0.55405 | 0.52675 |
| 8............ | 0.76326 | 0.71272 | 0.69124 | 0.67714 | 0.66736 | 0.64224 | 0.62841 | 0.61002 | 0.58669 | 0.56031 |
| 9............ | 0.78352 | 0.73685 | 0.71702 | 0.70400 | 0.69497 | 0.67139 | 0.65828 | 0.64077 | 0.61846 | 0.59316 |
| 10............ | 0.00258 | 0.75981 | 0.74163 | 0.72970 | 0.72142 | 0.69946 | 0.68713 | 0.67057 | 0.64938 | 0.62529 |
| 11............ | 0.82040 | 0.78213 | 0.76586 | 0.75518 | 0.74777 | 0.72768 | 0.71612 | 0.70036 | 0.68011 | 0.65710 |
| 12........... | 0.83700 | 0.80317 | 0.78879 | 0.77935 | 0.77280 | 0.75464 | 0.74401 | 0.72942 | 0.71056 | 0.68904 |
| 13............. | 0.85297 | 0.82332 | 0.81071 | 0.80244 | 0.79670 | 0.78044 | 0.77077 | 0.75738 | 0.73998 | 0.72006 |
| 14............ | 0.66831 | 0.84259 | 0.83166 | 0.82449 | 0.81952 | 0.80513 | 0.79643 | 0.78427 | 0.76838 | 0.75013 |
| 15............ | 0.88302 | 0.86103 | 0.85168 | 0.84555 | 0.84129 | 0.82874 | 0.82101 | 0.81010 | 0.79576 | 0.77925 |
| 16............ | 0.89710 | 0.87865 | 0.87080 | 0.86565 | 0.86208 | 0.85133 | 0.84457 | 0.83491 | 0.82214 | 0.80741 |
| 17............ | 0.91058 | 0.89569 | 0.88926 | 0.88498 | 0.88194 | 0.87295 | 0.86716 | 0.85876 | 0.84758 | 0.83465 |
| 18............ | 0.92343 | 0.91191 | 0.90684 | 0.90341 | 0.90092 | 0.89365 | 0.88881 | 0.88166 | 0.87207 | 0.86097 |
| 19............ | 0.93567 | 0.92730 | 0.92354 | 0.92096 | 0.91905 | 0.91347 | 0.90957 | 0.90367 | 0.89566 | 0.88639 |
| 20............ | 0.94732 | 0.94189 | 0.93942 | 0.93769 | 0.93638 | 0.93246 | 0.92949 | 0.92481 | 0.91838 | 0.91095 |
| 21............ | 0.95907 | 0.95550 | 0.95384 | 0.95266 | 0.95176 | 0.94899 | 0.94684 | 0.94349 | 0.93881 | 0.93325 |
| 22............ | 0.96937 | 0.96716 | 0.96611 | 0.96536 | 0.96478 | 0.96296 | 0.96148 | 0.95910 | 0.95574 | 0.95173 |
| 23............. | 0.97856 | 0.97734 | 0.97675 | 0.97633 | 0.97599 | 0.97492 | 0.97398 | 0.97243 | 0.97021 | 0.96754 |
| 24............ | 0.98640 | 0.98582 | 0.98554 | 0.98534 | 0.98517 | 0.98462 | 0.98410 | 0.98322 | 0.98192 | 0.98034 |
|  | (13) | (150) | (45) | $1(50)$ | (35) | $1(50)$ | $\boldsymbol{H}(5)$ | $1(0)$ | (75) | (10) |
| I............. | 0.28138 | 0.25342 | 0.22729 | 0.20212 | 0.17347 | 0.13850 | 0.09777 | 0.05676 | 0.02473 | 0.00673 |
| $2 . . . . . . . . . .$. | 0.31852 | 0.28943 | 0.26192 | 0.23504 | 0.20408 | 0.16579 | 0.12030 | 0.07300 | 0.03408 | 0.01043 |
| 3............ | 0.35532 | 0.32547 | 0.29692 | 0.26865 | 0.23570 | 0.19448 | 0.14461 | 0.09121 | 0.04517 | 0.01523 |
| 4............. | 0.39170 | 0.36143 | 0.33216 | 0.30279 | 0.26819 | 0.22442 | 0.17056 | 0.11133 | 0.05805 | 0.02123 |
| 3........... | 0.42762 | 0.39724 | 0.36753 | 0.33734 | 0.30140 | 0.25546 | 0.19804 | 0.13328 | 0.07271 | 0.02850 |
| 6............ | 0.46306 | 0.43282 | 0.40295 | 0.37220 | 0.33520 | 0.28748 | 0.22692 | 0.15699 | 0.08915 | 0.03712 |
| 7............ | 0.49797 | 0.46813 | 0.43834 | 0.40727 | 0.36950 | 0.32034 | 0.25707 | 0.18236 | 0.10736 | 0.04715 |
| 8............ | 0.53236 | 0.50313 | 0.47364 | 0.44247 | 0.40420 | 0.35395 | 0.28839 | 0.20931 | 0.12731 | 0.05862 |
| 9............ | 0.56619 | 0.53778 | 0.50880 | 0.47773 | 0.43921 | 0.38821 | 0.32078 | 0.23775 | 0.1489\% | 0.07156 |
| 10............ | 0.59947 | 0.57205 | 0.54376 | 0.51299 | 0.47446 | 0.42302 | 0.35414 | 0.26761 | 0.17228 | 0.08600 |
| 11............ | 0.63241 | 0.60600 | 0.57845 | 0.54800 | 0.50948 | 0.45773 | 0.38758 | 0.29776 | 0.19608 | 0.10105 |
| $12.1 .1 . . . . . .$. | 0.66575 | 0.64051 | 0.61373 | 0.58360 | 0.5450\% | 0.49290 | 0.42138 | 0.32823 | 0.22020 | 0.11637 |
| 13............ | 0.69830 | 0.67441 | 0.64863 | 0.6190\% | 0.58081 | 0.52864 | 0.45626 | 0.36032 | 0.24625 | 0.13343 |
| 14............. | 0.73002 | 0.70764 | 0.68306 | 0.65429 | 0.61661 | 0.56484 | 0.49213 | 0.39398 | 0.27426 | 0.15237 |
| 15............. | 0.76089 | 0.74016 | 0.71695 | 0.68920 | 0.65239 | 0.60140 | 0.52890 | 0.42915 | 0.30427 | 0.17326 |
| 16............. | 0.79087 | 0.77192 | 0.75025 | 0.72371 | 0.68804 | 0.63823 | 0.56646 | 0.46576 | 0.33624 | 0.19620 |
| 17............ | 0.82000 | 0.80292 | 0.78293 | 0.75780 | 0.72352 | 0.67523 | 0.60471 | 0.50373 | 0.37016 | 0.22124 |
| 18............ | 0.84825 | 0.83311 | 0.81493 | 0.79136 | 0.75869 | 0.71226 | 0.64348 | 0.54287 | 0.40590 | 0.24835 |
| 19............ | 0.87562 | 0.86250 | 0.84621 | 0.82434 | 0.79348 | 0.74921 | 0.68263 | 0.58304 | 0.44335 | 0.27752 |
| 20............ | 0.90215 | 0.89108 | 0.87676 | 0.85670 | 0.82783 | 0.78599 | 0.72203 | 0.62407 | 0.48234 | 0.30866 |
| 21............ | 0.92641 | 0.91739 | 0.90516 | 0.88729 | 0.86098 | 0.82239 | 0.76232 | 0.66789 | 0.52630 | 0.34591 |
| 22............ | 0.94667 | 0.93974 | 0.92990 | 0.91475 | 0.89187 | 0.85781 | 0.80364 | 0.71563 | 0.57750 | 0.39260 |
| 23............. | 0.96408 | 0.95913 | 0.95166 | 0.93943 | 0.92036 | 0.89153 | 0.84447 | 0.76500 | 0.63347 | 0.44698 |
| 24............ | 0.97822 | 0.97501 | 0.90\%1 | 0.96061 | 0.94567 | 0.92264 | 0.88389 | 0.81533 | 0.69434 | 0.51067 |

Table 234. Male prodaninty of surviving from mith, $I(x)$, East model

| $\underline{1}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | $1(3)$ | 14. | $1(5)$ | $(10)$ | (tis) | $1(20)$ | (23) | 1309 |
| 1............. | 0.49494 | 0.42963 | 0.40248 | 0.38524 | 0.37264 | 0.34679 | 0.33560 | 0.31937 | 0.29680 | 0.27530 |
| 2........... | 0.53551 | 0.47104 | 0.44424 | 0.42721 | 0.41478 | 0.38847 | 0.37694 | 0.36011 | 0.33662 | 0.31412 |
| 3............ | 0.57249 | 0.50961 | 0.48346 | 0.46686 | 0.45473 | 0.42835 | 0.41664 | 0.39946 | 0.37537 | 0.35221 |
| 4............. | 0.60644 | 0.54570 | 0.52044 | 0.50441 | 0.49269 | 0.46655 | 0.45481 | 0.43747 | 0.41309 | 0.38953 |
| 5............ | 0.63778 | 0.57960 | 0.55541 | 0.54005 | 0.52883 | 0.50321 | 0.49154 | 0.47421 | 0.44978 | 0.42608 |
| $6 . . . . . . . . . .$. | 0.66686 | 0.61156 | 0.58857 | 0.57397 | 0.56330 | 0.53841 | 0.52692 | 0.50975 | 0.48547 | 0.46185 |
| 7............. | 0.69396 | 0.64178 | 0.62008 | 0.60630 | 0.5\%624 | 0.57225 | 0.56103 | 0.54414 | 0.52020 | 0.49684 |
| 8............ | 0.71931 | 0.67042 | 0.65009 | 0.63718 | 0.62775 | 0.60483 | 0.59395 | 0.57744 | 0.55400 | 0.53106 |
| 9............. | 0.74309 | 0.69762 | 0.67872 | 0.66671 | 0.65794 | 0.63621 | 0.62573 | 0.60970 | 0.58690 | 0.56452 |
| 10............ | 0.76547 | 0.72352 | 0.70608 | 0.69500 | 0.68691 | 0.66647 | 0.65643 | 0.64096 | 0.61892 | 0.59724 |
| 11............ | 0.78641 | 0.74870 | 0.73302 | 0.72307 | 0.71579 | 0.69695 | 0.68733 | 0.67233 | 0.65100 | 0.62999 |
| 12............ | 0.80562 | 0.77196 | 0.75797 | 0.74909 | 0.74259 | 0.72523 | 0.71610 | 0.70170 | 0.68120 | 0.66096 |
| 13............ | 0.82416 | 0.79439 | 0.78201 | 0.77415 | 0.76841 | 0.75256 | 0.74398 | 0.73027 | 0.71073 | 0.69139 |
| 14............ | 0.84204 | 0.81599 | 0.80516 | 0.79828 | 0.79326 | 0.7789 | 0.77097 | 0.75802 | 0.73955 | 0.72123 |
| 15............ | 0.85923 | 0.83676 | 0.82742 | 0.82148 | 0.81715 | 0.80443 | 0.79705 | 0.78494 | 0.76763 | 0.75044 |
| 16............ | 0.87574 | 0.85671 | 0.84879 | 0.84377 | 0.84009 | 0.82896 | 0.82224 | 0.81101 | 0.79495 | 0.77898 |
| 17............ | 0.59158 | 0.87586 | 0.86933 | 0.86518 | 0.86214 | 0.85259 | 0.84655 | 0.83625 | 0.82151 | 0.80684 |
| 18.,.......... | 0.90672 | 0.89442 | 0.88918 | 0.88580 | 0.88329 | 0.87533 | 0.86997 | 0.86064 | 0.84728 | 0.83396 |
| 19............ | 0.92117 | 0.91227 | 0.90827 | 0.90559 | 0.90357 | 0.89718 | 0.89252 | 0.88417 | 0.87223 | 0.86032 |
| $20 . . . . . . . . . .$. | 0.93494 | 0.92913 | 0.92637 | 0.92447 | 0.92300 | 0.91818 | 0.91422 | 0.90688 | 0.89638 | 0.88591 |
| 21............. | 0.94857 | 0.94466 | 0.94271 | 0.94132 | 0.94023 | 0.93649 | 0.93325 | 0.92710 | 0.91834 | 0.90947 |
| $22 . . . . . . . . . .$. | 0.96108 | 0.95865 | 0.95738 | 0.95645 | 0.95571 | 0.95308 | 0.95056 | 0.94562 | 0.93857 | 0.93142 |
| 23............ | 0.97240 | 0.97104 | 0.97029 | 0.96973 | 0.96928 | 0.96759 | 0.96576 | 0.96200 | 0.95665 | 0.95122 |
| 24............. | 0.98218 | 0.98153 | 0.98115 | 0.98087 | 0.98064 | 0.97967 | 0.97847 | 0.97584 | 0.97210 | 0.96830 |
|  | (93) | (40) | (45) | ${ }^{(50)}$ | (3s) | 1600 | (65) | (70) | (75) | $1(00)$ |
| 1............ | 0.25292 | 0.22780 | 0.20031 | 0.17150 | 0.14198 | 0.11139 | 0.07983 | 0.04863 | 0.02322 | 0.00739 |
| 2............ | 0.29058 | 0.26395 | 0.23450 | 0.20317 | 0.17043 | 0.13581 | 0.09935 | 0.06244 | 0.03123 | 0.01073 |
| 3............. | 0.32784 | 0.30011 | 0.26912 | 0.23565 | 0.20003 | 0.16165 | 0.12046 | 0.07782 | 0.04054 | 0.01487 |
| 4............ | 0.36464 | 0.33615 | 0.30400 | 0.26878 | 0.23062 | 0.18876 | 0.14301 | 0.09470 | 0.05113 | 0.01984 |
| 5............. | 0.40094 | 0.37200 | 0.33904 | 0.30243 | 0.26204 | 0.21698 | 0.16689 | 0.11300 | 0.06299 | 0.02567 |
| 6............ | 0.43669 | 0.40758 | 0.37413 | 0.33646 | 0.29418 | 0.24619 | 0.19200 | 0.13265 | 0.07610 | 0.03240 |
| 7............ | 0.47187 | 0.44286 | 0.40920 | 0.37078 | 0.32690 | 0.27627 | 0.21821 | 0.15357 | 0.09043 | 0.04004 |
| $8 . . . . . . . . . . .$. | 0.50647 | 0.47777 | 0.44418 | 0.40530 | 0.36010 | 0.30711 | 0.24544 | 0.17569 | 0.10595 | 0.04859 |
| 9............ | 0.54048 | 0.51229 | 0.47901 | 0.43994 | 0.39371 | 0.33862 | 0.27358 | 0.19892 | 0.12261 | 0.05805 |
| 10............ | 0.57388 | 0.54640 | 0.51365 | 0.47463 | 0.42763 | 0.37070 | 0.30256 | 0.22321 | 0.14038 | 0.06843 |
| $11 . . .1$....... | 0.60734 | 0.58064 | 0.54853 | 0.50968 | 0.46199 | 0.40333 | 0.33212 | 0.24808 | 0.15865 | 0.07923 |
| 12............ | 0.63910 | 0.61322 | 0.58176 | 0.54304 | 0.49463 | 0.43423 | 0.36008 | 0.27165 | 0.17608 | 0.08962 |
| 13............ | 0.67046 | 0.64559 | 0.61500 | 0.57670 | 0.52786 | 0.46600 | 0.38918 | 0.29656 | 0.19487 | 0.10110 |
| 14............ | 0.70138 | 0.67768 | 0.64819 | 0.61057 | 0.56161 | 0.49859 | 0.41939 | 0.32283 | 0.21507 | 0.11375 |
| 15............ | 0.73178 | 0.70962 | 0.68124 | 0.64457 | 0.59577 | 0.53192 | 0.45066 | 0.35044 | 0.23671 | 0.12764 |
| 16............ | 0.76163 | 0.74074 | 0.71406 | 0.67859 | 0.63026 | 0.56589 | 0.48292 | 0.37935 | 0.25980 | 0.14282 |
| 17............: | 0.79088 | 0.77160 | 0.74659 | 0.71255 | 0.66498 | 0.60043 | 0.51608 | 0.40952 | 0.28434 | 0.15933 |
| 18............ | 0.81948 | 0.80190 | 0.77872 | 0.74633 | 0.69978 | 0.63536 | 0.55001 | 0.44083 | 0.31027 | 0.17718 |
| 19............ | 0.84737 | 0.83159 | 0.81036 | 0.77981 | 0.73454 | 0.67057 | 0.58456 | 0.47315 | 0.33750 | 0.19633 |
| 20........... | 0.87454 | 0.86062 | 0.84146 | 0.81291 | 0.76915 | 0.70590 | 0.61960 | 0.50635 | 0.36594 | 0.21676 |
| 21............ | 0.89979 | 0.88779 | 0.87085 | 0.84474 | 0.80320 | 0.74164 | 0.65623 | 0.54253 | 0.39851 | 0.24149 |
| 22............ | 0.92361 | 0.91386 | 0.89971 | 0.87690 | 0.83889 | 0.78065 | 0.69797 | 0.58571 | 0.43932 | 0.27418 |
| 23............ | 0.94527 | 0.93779 | 0.92655 | 0.90747 | 0.87378 | 0.82008 | 0.74175 | 0.63290 | 0.48604 | 0.31365 |
| 24............. | 0.96414 | 0.95885 | 0.95056 | 0.93553 | 0.90704 | 0.85930 | 0.78736 | 0.68455 | 0.54004 | 0.36216 |

Table 235. Pgobablity of surviving from airth. I $(x)$, For doth sexes comanned. East mooel

| 2 nd |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | $1(4)$ | (15) | $1(60)$ | (115) | $1(20)$ | (25) | 1309 |
| I............ | 0.53260 | 0.46313 | 0.43392 | 0.41504 | 0.40162 | 0.37308 | 0.35941 | 0.34092 | 0.31685 | 0.29213 |
| 2............ | 0.57023 | 0.50239 | 0.47385 | 0.45541 | 0.44231 | 0.41360 | 0.39972 | 0.38081 | 0.35608 | 0.33055 |
| 3............ | 0.60454 | 0.53892 | 0.51132 | 0.49350 | 0.48082 | 0.45231 | 0.43839 | 0.41932 | 0.39423 | 0.36824 |
| 4............. | 0.63603 | 0.57309 | 0.54662 | 0.52953 | 0.51737 | 0.48934 | 0.47554 | 0.45650 | 0.43135 | 0.40518 |
| 5............ | 0.66511 | 0.60518 | 0.57998 | 0.56370 | 0.55212 | 0.52484 | 0.51126 | 0.49243 | 0.46744 | 0.44136 |
| 6............ | 0.69209 | 0.63540 | 0.61157 | 0.59619 | 0.58524 | 0.55890 | 0.54565 | 0.52717 | 0.50255 | 0.47677 |
| 7............ | 0.71723 | 0.66398 | 0.64159 | 0.62713 | 0.61684 | 0.59161 | 0.57879 | 0.56078 | 0.53671 | 0.51143 |
| 8............ | 0.74074 | 0.69105 | 0.67016 | 0.65667 | 0.64707 | 0.62307 | 0.61075 | 0.59333 | 0.56994 | 0.54532 |
| 9............. | 0.76281 | 0.71675 | 0.69740 | 0.68490 | 0.67600 | 0.65337 | 0.64160 | 0.62485 | 0.60229 | 0.57849 |
| 10............ | 0.78357 | 0.74122 | 0.72342 | 0.71192 | 0.70374 | 0.68256 | 0.67140 | 0.65540 | 0.63377 | 0.61092 |
| 11............ | 0.80299 | 0.76500 | 0.74903 | 0.73873 | 0.73138 | 0.71194 | 0.70137 | 0.68600 | 0.66519 | 0.64321 |
| 12............ | 0.82092 | 0.78718 | 0.77300 | 0.76383 | 0.75732 | 0.73957 | 0.72971 | 0.71522 | 0.69552 | 0.67465 |
| 13............ | 0.83821 | 0.80850 | 0.79600 | 0.78794 | 0.78220 | 0.76615 | 0.75704 | 0.74349 | 0.72499 | 0.70537 |
| 14............ | 0.85485 | 0.82896 | 0.81808 | 0.81106 | 0.80606 | 0.79172 | 0.78338 | 0.77082 | 0.75361 | 0.73532 |
| 15............. | 0.87083 | 0.84859 | 0.83925 | 0.83322 | 0.82892 | 0.81628 | 0.80873 | 0.79721 | 0.78135 | 0.76449 |
| 16............ | 0.88615 | 0.86741 | 0.85952 | 0.85444 | 0.85081 | 0.83987 | 0.83313 | 0.82266 | 0.80821 | 0.79284 |
| 17............ | 0.90084 | 0.88553 | 0.87905 | 0.87483 | 0.87179 | 0.86252 | 0.85660 | 0.84723 | 0.83422 | 0.82040 |
| 18............ | 0.91487 | 0.90295 | 0.89779 | 0.89439 | 0.89188 | 0.88426 | 0.87915 | 0.87089 | 0.85937 | 0.84713 |
| 19............ | 0.92824 | 0.91960 | 0.91571 | 0.91308 | 0.91112 | 0.90512 | 0.90083 | 0.89368 | 0.88365 | 0.87303 |
| 20............ | 0.94097 | 0.93535 | 0.93273 | 0.93091 | 0.92952 | 0.92514 | 0.92166 | 0.91562 | 0.90711 | 0.89812 |
| 21............ | 0.95369 | 0.94994 | 0.94813 | 0.94685 | 0.94585 | 0.94258 | 0.93987 | 0.93509 | 0.92832 | 0.92106 |
| 22............ | 0.96512 | 0.96280 | 0.96163 | 0.96079 | 0.96013 | 0.95789 | 0.95588 | 0.95219 | 0.94694 | 0.94132 |
| 23............. | 0.97540 | 0.97411 | 0.97344 | 0.97294 | 0.97255 | 0.97116 | 0.96976 | 0.96708 | 0,96326 | 0.95918 |
| 24.u.......... | 0.98423 | 0.98362 | 0.98329 | 0.98305 | 0.98284 | 0.98208 | 0.98121 | 0.97943 | 0.97689 | 0.97417 |
|  | 1(35) | 1400 | $1(4)$ | 145) | $1(55)$ | (10) | $1(65)$ | 170) | 105) | 1(80) |
| 1............ | 0.26680 | 0.24029 | 0.21347 | 0.18643 | 0.15734 | 0.12461 | 0.08858 | 0.05259 | 0.02395 | 0.00706 |
| 2. | 0.30420 | 0.27637 | 0.24787 | 0.21875 | 0.18684 | 0.15043 | 0.10956 | 0.06759 | 0.03262 | 0.01058 |
| 3............. | 0.34124 | 0.31248 | 0.28268 | 0.25174 | 0.21742 | 0.17766 | 0.13224 | 0.08435 | 0.04279 | 0.01504 |
| 4............ | 0.37783 | 0.34848 | 0.31773 | 0.28537 | 0.24894 | 0.20615 | 0.15644 | 0.10281 | 0.05450 | 0.02051 |
| 5............. | 0.41395 | 0.38431 | 0.35293 | 0.31945 | 0.28123 | 0.23575 | 0.18208 | 0.12289 | 0.06773 | 0.02705 |
| 6............. | 0.44955 | 0.41989 | 0.38818 | 0.35389 | 0.31418 | 0.26633 | 0.20903 | 0.14452 | 0.08246 | 0.03470 |
| 7............. | 0.48460 | 0.45518 | 0.42341 | 0.38837 | 0.34768 | 0.29776 | 0.23716 | 0.16761 | 0.09868 | 0.04350 |
| $8 . .1 .1 . . . . .$. | 0.51909 | 0.49014 | 0.45855 | 0.42343 | 0.38161 | 0.32995 | 0.26639 | 0.19208 | 0.11636 | 0.05348 |
| 9............ | 0.55302 | 0.52472 | 0.49354 | 0.45837 | 0.41590 | 0.36281 | 0.29660 | 0.21786 | 0.13546 | 0.06464 |
| 10............ | 0.58636 | 0.55891 | 0.52833 | 0.49334 | 0.45047 | 0.39622 | 0.32772 | 0.24486 | 0.15594 | 0.07700 |
| $11 . . . . . . . . . .$. | 0.61956 | 0.5930 | 0.56312 | 0.52837 | 0.48515 | 0.42986 | 0.35917 | 0.27231 | 0.17690 | 0.08987 |
| 12............ | 0.65209 | 0.62653 | 0.59735 | 0.56282 | 0.51922 | 0.46284 | 0.38998 | 0.29924 | 0.19760 | 0.10266 |
| 13............ | 0.68404 | 0.65964 | 0.63140 | 0.59736 | 0.55368 | 0.49655 | 0.42190 | 0.32766 | 0.21993 | 0.11687 |
| 14............ | 0.71535 | 0.69229 | 0.66519 | 0.63189 | 0.58843 | 0.53090 | 0.45487 | 0.35753 | 0.24394 | 0.13258 |
| 15............. | 0.74597 | 0.72411 | 0.69865 | 0.66634 | 0.62338 | 0.56581 | 0.48882 | 0.38883 | 0.26966 | 0.14989 |
| 16............. | 0.77589 | 0.75594 | 0.73171 | 0.70059 | 0.65844 | 0.60117 | 0.52367 | 0.42150 | 0.29708 | 0.16885 |
| 17............ | 0.80508 | 0.78687 | 0.76431 | 0.73462 | 0.69353 | 0.63691 | 0.55931 | 0.45547 | 0.32620 | 0.18952 |
| 18........... | 0.83351 | 0.81712 | 0.79638 | 0.76829 | 0.72851 | 0.67287 | 0.59560 | 0.49060 | 0.35691 | 0.21189 |
| 19............ | 0.86115 | 0.84666 | 0.82784 | 0.80153 | 0.76329 | 0.70893 | 0.63239 | 0.52675 | 0.38913 | 0.23593 |
| $20 . . . . . . . . . .$. | 0.88800 | 0.87547 | 0.85867 | 0.83427 | 0.79777 | 0.74496 | 0.66956 | 0.56377 | 0.42272 | 0.26158 |
| 21............. | 0.91277 | 0.90222 | 0.88758 | 0.86549 | 0.83138 | 0.78103 | 0.70798 | 0.60368 | 0.46084 | 0.29242 |
| 22............ | 0.93485 | 0.92648 | 0.91443 | 0.89536 | 0.86473 | 0.81828 | 0.74951 | 0.64908 | 0.50672 | 0.33194 |
| 23............ | 0.95444 | 0.94819 | 0.93879 | 0.92305 | 0.89650 | 0.85493 | 0.79185 | 0.69733 | 0.55795 | 0.37868 |
| 24............ | 0.97100 | 0.96673 | 0.95995 | 0.94776 | 0.92588 | 0.89019 | 0.83444 | 0.74834 | 0.61530 | 0.43460 |

Note: Values of $f(x)$ based on a sex ratio at birth of 105 males per 100 females.

Tadle 236. Female momablity of surviving prom enith, $l(x)$, WBSt model

| Lnw |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | (3) | 14 ) | (15) | 4,10) | $1(15)$ | $1(20)$ | 1 (25) | (19) |
| I............ | 0.63483 | 0.55000 | 0.51199 | 0.48742 | 0.46883 | 0.43456 | 0.40972 | 0.37943 | 0.34460 | 0.30927 |
| 2............ | 0.66638 | 0.58557 | 0.54936 | 0.52595 | 0.50824 | 0.47445 | 0.44978 | 0.41949 | 0.38435 | 0.34838 |
| 3............ | 0.69481 | 0.61829 | 0.58399 | 0.56183 | 0.54506 | 0.51206 | 0.48783 | 0.45786 | 0.42283 | 0.38666 |
| 4............. | 0.72064 | 0.64856 | 0.61625 | 0.59538 | 0.57958 | 0.54763 | 0.52404 | 0.49465 | 0.46007 | 0.42407 |
| S............. | 0.74427 | 0.67671 | 0.64643 | 0.62686 | 0.61205 | 0.58135 | 0.55856 | 0.52998 | 0.49612 | 0.46062 |
| 6............. | 0.76602 | 0.70300 | 0.67476 | 0.65651 | 0.64270 | 0.61339 | 0.59153 | 0.56394 | 0.53103 | 0.49631 |
| 7............ | 0.78614 | 0.72765 | 0.70145 | 0.68451 | 0.67169 | 0.64389 | 0.62307 | 0.5\%661 | 0.56486 | 0.53114 |
| 8............. | 0.80482 | 0.75084 | 0.72665 | 0.71101 | 0.69918 | 0.67298 | 0.65329 | 0.62808 | 0.59765 | 0.56513 |
| 9.............. | 0.82226 | 0.7727! | 0.75051 | 0.73616 | 0.72530 | 0.70078 | 0.68227 | 0.65842 | 0.62944 | 0.59829 |
| 10............ | 0.83857 | 0.79340 | 0.77315 | 0.76007 | 0.75017 | 0.72737 | 0.71011 | 0.68769 | 0.66028 | 0.63066 |
| 11............ | 0.85388 | 0.81300 | 0.79468 | 0.78285 | 0.77389 | 0.75285 | 0.73687 | 0.71596 | 0.69022 | 0.66224 |
| 12............ | 0.86829 | 0.83163 | 0.81519 | 0.80457 | 0.79654 | 0.77729 | 0.76263 | 0.74327 | 0.71928 | 0.69306 |
| 13............ | 0.88169 | 0.84939 | 0.83492 | 0.82556 | 0.81848 | 0.80100 | 0.78771 | 0.76990 | 0.74769 | 0.72326 |
| 14............. | 0.89452 | 0.86720 | 0.85496 | 0.84705 | 0.84106 | 0.82559 | 0.81387 | 0.79749 | 0.77666 | 0.75363 |
| 15............ | 0.90661 | 0.88364 | 0.87324 | 0.86646 | 0.86127 | 0.84773 | 0.83740 | 0.82284 | 0.80416 | 0.78333 |
| 16............ | 0.91823 | 0.89936 | 0.89066 | 0.88490 | 0.88041 | 0.86874 | 0.85980 | 0.84703 | 0.83052 | 0.81194 |
| 17............. | 0.92934 | 0.91419 | 0.90709 | 0.90232 | 0.89854 | 0.88868 | 0.88110 | 0.87010 | 0.85575 | 0.83944 |
| 18............ | 0.93996 | 0.92820 | 0.92260 | 0.91878 | 0.91571 | 0.90762 | 0.90136 | 0.89211 | 0.87988 | 0.86585 |
| 19............ | 0.95006 | 0.94143 | 0.93724 | 0.93436 | 0.93201 | 0.92561 | 0.92065 | 0.91311 | 0.90298 | 0.89121 |
| 20............ | 0.93966 | 0.95392 | 0.95109 | 0.94912 | 0.94749 | 0.94275 | 0.93906 | 0.93317 | 0.92510 | 0.91537 |
| 21............ | 0.96907 | 0.96559 | 0.96385 | 0.96263 | 0.96160 | 0.95835 | 0.95574 | 0.95158 | 0.94564 | 0.93847 |
| 22............ | 0.97738 | 0.97530 | 0.97425 | 0.97350 | 0.97286 | 0.97072 | 0.96898 | 0.96614 | 0.96216 | 0.95724 |
| 23............ | 0.98484 | 0.98377 | 0.98321 | 0.98282 | 0.98248 | 0.98123 | 0.98019 | 0.97846 | 0.97598 | 0.97285 |
| 24............ | 0.99106 | 0.99061 | 0.99037 | 0.99020 | 0.99006 | 0.98945 | 0.98893 | 0.98803 | 0.98671 | 0.98499 |
|  | $1(35)$ | $1(00)$ | (44) | $1(50)$ | (35) | $1(6)$ | (65) | (10) | (15) | (100) |
| 1............. | 0.27356 | 0.23916 | 0.20729 | 0.17814 | 0.14631 | 0.11387 | 0.07819 | 0.04721 | 0.02226 | 0.00737 |
| 2............ | 0.31164 | 0.27581 | 0.24212 | 0.21076 | 0.17598 | 0.13981 | 0.09910 | 0.06235 | 0.03128 | 0.01136 |
| 3............ | 0.34937 | 0.31259 | 0.27754 | 0.24436 | 0.20705 | 0.16751 | 0.12208 | 0.07959 | 0.04211 | 0.01652 |
| 4............ | 0.38666 | 0.34936 | 0.31336 | 0.27875 | 0.23931 | 0.19677 | 0.14697 | 0.09887 | 0.05475 | 0.02293 |
| 5............ | 0.42345 | 0.38601 | 0.34944 | 0.31375 | 0.27257 | 0.22742 | 0.17363 | 0.12010 | 0.06923 | 0.03067 |
| 6............ | 0.45968 | 0.42245 | 0.38565 | 0.34922 | 0.30668 | 0.25929 | 0.20192 | 0.14319 | 0.08553 | 0.03979 |
| 7............. | 0.49533 | 0.45862 | 0.42193 | 0.38504 | 0.34149 | 0.29224 | 0.23171 | 0.16806 | 0.10363 | 0.05035 |
| 8............ | 0.53039 | 0.49446 | 0.45813 | 0.42111 | 0.37689 | 0.32614 | 0.26287 | 0.19460 | 0.12348 | 0.06235 |
| 9............ | 0.56483 | 0.52993 | 0.49424 | 0.45733 | 0.41277 | 0.36087 | 0.29527 | 0.22272 | 0.14505 | 0.07584 |
| 10............ | 0.59865 | 0.56500 | 0.53019 | 0.49364 | 0.44903 | 0.39632 | 0.32882 | 0.25233 | 0.16828 | 0.09079 |
| 11............ | 0.63186 | 0.59963 | 0.56592 | 0.5299 | 0.48558 | 0.43239 | 0.36339 | 0.28333 | 0.19311 | 0.10722 |
| 12............. | 0.66444 | . 0.63382 | 0.60140 | 0.56623 | 0.52235 | 0.46899 | 0.39890 | 0.31563 | 0.21949 | 0.12511 |
| 13............ | 0.69647 | 0.66756 | 0.63656 | 0.60234 | 0.55916 | 0.50587 | 0.43503 | 0.34890 | 0.24711 | 0.14424 |
| 14............ | 0.72840 | 0.70104 | 0.67138 | 0.63799 | 0.59545 | 0.54215 | 0.47053 | 0.38145 | 0.27404 | 0.16298 |
| 15............. | 0.76029 | 0.73493 | 0.70686 | 0.67452 | 0.63276 | 0.57964 | 0.50742 | 0.41567 | 0.30277 | 0.18323 |
| 16............. | 0.79119 | 0.76798 | 0.74175 | 0.71074 | 0.67015 | 0.61765 | 0.54539 | 0.45151 | 0.33352 | 0.20545 |
| 17............ | 0.82106 | 0.80014 | 0.77595 | 0.74655 | 0.70747 | 0.65603 | 0.58432 | 0.48888 | 0.36626 | 0.22970 |
| 18.............. | 0.84988 | 0.83137 | 0.80939 | 0.78183 | 0.74460 | 0.69465 | 0.62405 | 0.52768 | 0.40095 | 0.25602 |
| 19............. | 0.87767 | 0.86164 | 0.84203 | 0.81653 | 0.78144 | 0.73337 | 0.66444 | 0.56775 | 0.43751 | 0.28442 |
| 20............. | 0.90448 | 0.89098 | 0.87384 | 0.85057 | 0.81788 | 0.77205 | 0.70531 | 0.60893 | 0.47580 | 0.31485 |
| 21............ | 0.92997 | 0.91919 | 0.90468 | 0.88392 | 0.85396 | 0.81090 | 0.74697 | 0.65181 | 0.51668 | 0.34825 |
| 22............ | 0.95113 | 0.94298 | 0.93143 | 0.91391 | 0.88787 | 0.84926 | 0.79063 | 0.69978 | 0.56597 | 0.39182 |
| 23............ | 0.96882 | 0.96319 | 0.95466 | 0.94074 | 0.91928 | 0.88619 | 0.83458 | 0.75048 | 0.62087 | 0.44318 |
| 24............ | 0.98270 | 0.97927 | 0.97362 | 0.96347 | 0.94708 | 0.92052 | 0.87767 | 0.80330 | 0.68201 | 0.50461 |

Table 237. Male fromability of suavivino ficom math, $f(x)$, West modea,

| Lnet |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | 1(4) | (5) | $1(10)$ | (19) | (20) | (25) | (30) |
| I............. | 0.58093 | 0.50308 | 0.46898 | 0.44665 | 0.43005 | 0.40102 | 0.38160 | 0.35676 | 0.32385 | 0.29032 |
| 2............. | 0.61657 | 0.54152 | 0.50865 | 0.48712 | 0.47112 | 0.44211 | 0.42258 | 0.39740 | 0.36384 | 0.32940 |
| 3............. | 0.64868 | 0.57690 | 0.54546 | 0.52488 | 0.50957 | 0.48093 | 0.46151 | 0.43631 | 0.40254 | 0.36765 |
| 4............. | 0.67785 | 0.60967 | 0.57980 | 0.56024 | 0.54571 | 0.51769 | 0.49858 | 0.47360 | 0.43997 | 0.40504 |
| 5............ | 0.70454 | 0.64015 | 0.61195 | 0.59348 | 0.57976 | 0.55258 | 0.53393 | 0.50938 | 0.47619 | 0.44154 |
| 6............. | 0.72911 | 0.66865 | 0.64217 | 0.62482 | 0.61194 | 0.58575 | 0.56770 | 0.54375 | 0.51125 | 0.47718 |
| 7............. | 0.75183 | 0.69537 | 0.67064 | 0.65445 | 0.64242 | 0.61737 | 0.60000 | 0.57680 | 0.54520 | 0.51195 |
| 8............. | 0.77294 | 0.72052 | 0.69756 | 0.68253 | 0.67135 | 0.64754 | 0.63095 | 0.60862 | 0.57808 | 0.54587 |
| 9............ | 0.79263 | 0.74425 | 0.72307 | 0.70919 | 0.69888 | 0.67639 | 0.66064 | 0.63926 | 0.60995 | 0.57895 |
| 10............. | 0.81105 | 0.76671 | 0.74728 | 0.73457 | 0.72511 | 0.70401 | 0.68916 | 0.66882 | 0.64085 | 0.61122 |
| 11............. | 0.82835 | 0.78800 | 0.77032 | 0.75875 | 0.75015 | 0.73048 | 0.71657 | 0.69734 | 0.67083 | 0.64269 |
| 12............. | 0.84463 | 0.80822 | 0.79228 | 0.78184 | 0.77408 | 0.75588 | 0.74296 | 0.72489 | 0.69991 | 0.67340 |
| 13............ | 0.86058 | 0.82912 | 0.81534 | 0.80632 | 0.79961 | 0.78315 | 0.77147 | 0.75456 | 0.73107 | 0.70613 |
| 14............, | 0.87547 | 0.84833 | 0.83644 | 0.82866 | 0.82287 | 0.80800 | 0.79734 | 0.78167 | 0.75985 | 0.73670 |
| 15............. | 0.88864 | 0.86523 | 0.85498 | 0.84826 | 0.84327 | 0.82988 | 0.82018 | 0.80571 | 0.78554 | 0.76421 |
| 16............. | 0.90143 | 0.88164 | 0.87292 | 0.86720 | 0.86293 | 0.85103 | 0.84234 | 0.82912 | 0.81070 | 0.79128 |
| 17............. | 0.91379 | 0.89790 | 0.89056 | 0.88561 | 0.88184 | 0.87145 | 0.86377 | 0.85187 | 0.83526 | 0.81782 |
| 18............. | 0.92570 | 0.91334 | 0.90736 | 0.90321 | 0.90001 | 0.89112 | 0.88447 | 0.87391 | 0.85917 | 0.84379 |
| 19............ | 0.93713 | 0.92796 | 0.92332 | 0.92002 | 0.91744 | 0.91004 | 0.90444 | 0.89524 | 0.88240 | 0.86912 |
| 20............. | 0.94807 | 0.94179 | 0.93847 | 0.93606 | 0.93415 | 0.92823 | 0.92366 | 0.91584 | 0.90493 | 0.89376 |
| 21............ | 0.95909 | 0.95508 | 0.95285 | 0.95121 | 0.94989 | 0.94536 | 0.94174 | 0.93531 | 0.92636 | 0.917730 |
| 22............. | 0.96925 | 0.96675 | 0.96331 | 0.96422 | 0.96334 | 0.96004 | 0.95734 | 0.95234 | 0.94540 | 0.93847 |
| 23............. | 0.97856 | 0.97719 | 0.97636 | 0.97573 | 0.97521 | 0.97303 | 0.97119 | 0.96758 | 0.96261 | 0.95773 |
| 24............ | 0.98668 | 0.98605 | 0.98566 | 0.98535 | 0.98510 | 0.98385 | 0.98273 | 0.98041 | 0.97723 | 0.97419 |
|  | 435) | J(40) | 1(4) | (150) | (155) | (6) | (45) | (10) | (75) | (60) |
| I............. | 0.25560 | 0.22002 | 0.18354 | 0.14906 | 0.11464 | 0.08363 | 0.05422 | 0.03036 | 0.01343 | 0.00392 |
| 2............. | 0.29339 | 0.25603 | 0.21712 | 0.17957 | 0.14123 | 0.10564 | 0.07088 | 0.04149 | 0.01953 | 0.00631 |
| 3............ | 0.33087 | 0.29227 | 0.25149 | 0.21137 | 0.16955 | $0.12 \% 67$ | 0.08963 | 0.05452 | 0.02706 | 0.00949 |
| 4............. | 0.36793 | 0.32858 | 0.28645 | 0.24424 | 0.19939 | 0.15552 | 0.11037 | 0.06943 | 0.03607 | 0.01358 |
| 5............. | 0.40449 | 0.36482 | 0.32183 | 0.27799 | 0.23056 | 0.18304 | 0.13299 | 0.08619 | 0.04660 | 0.01863 |
| 6............. | 0.44052 | 0.40092 | 0.35749 | 0.31246 | 0.26289 | 0.21207 | 0.15738 | 0.10475 | 0.05 \%68 | 0.02471 |
| 7............. | 0.47598 | 0.43678 | 0.39332 | 0.34751 | 0.29623 | 0.24248 | 0.18343 | 0.12506 | 0.07232 | 0.03189 |
| 8............. | 0.51084 | 0.47236 | 0.42922 | 0.38301 | 0.33044 | 0.27411 | 0.21102 | 0.14705 | 0.08750 | 0.04020 |
| 9............ | 0.54509 | 0.50760 | 0.46512 | 0.41887 | 0.36540 | 0.30686 | 0.24006 | 0.17066 | 0.10421 | 0.04967 |
| 10............. | 0.57872 | 0.54247 | 0.50095 | 0.45499 | 0.40100 | 0.34061 | 0.27043 | 0.19580 | 0.12243 | 0.06032 |
| 11............ | 0.61173 | 0.57693 | 0.53665 | 0.49129 | 0.43713 | 0.37524 | 0.30203 | 0.22241 | 0.14213 | 0.07217 |
| 12............ | 0.64112 | 0.61096 | 0.57217 | 0.52769 | 0.47371 | 0.41066 | 0.33477 | 0.25040 | 0.16326 | 0.08522 |
| 13............ | 0.67851 | 0.64700 | 0.60979 | 0.56636 | 0.51289 | 0.44893 | 0.37047 | 0.28128 | 0.18685 | 0.10007 |
| 14............. | 0.71104 | 0.68144 | 0.64599 | 0.60365 | 0.55049 | 0.48547 | 0.40446 | 0.31063 | 0.20934 | 0.11431 |
| 15............ | 0.74051 | 0.71292 | 0.67936 | 0.63833 | 0.58585 | 0.52025 | 0.43729 | 0.33944 | 0.23186 | 0.12890 |
| 16............. | 0.76966 | 0.74425 | 0.71283 | 0.67345 | 0.62205 | 0.55629 | 0.47179 | 0.37023 | 0.25638 | 0.14518 |
| 17............ | 0.79839 | 0.77532 | 0.74627 | 0.70886 | 0.65894 | 0.59346 | 0.50788 | 0.40295 | 0.28295 | 0.16323 |
| 18............ | 0.82663 | 0.80602 | 0.77956 | 0.74440 | $0.6 \% 36$ | 0.63159 | 0.54542 | 0.43755 | 0.31158 | 0.18314 |
| 19............. | 0.85429 | 0.83626 | 0.81255 | 0.77991 | 0.73412 | 0.67051 | 0.58427 | 0.47392 | 0.34223 | 0.20495 |
| 20............ | 0.88131 | 0.86593 | 0.84513 | 0.81525 | 0.77205 | 0.71002 | 0.62422 | 0.51188 | 0.37481 | 0.22866 |
| 21............. | 0.90714 | 0.89437 | 0.87637 | 0.84935 | 0.80890 | 0.74900 | 0.66439 | 0.55098 | 0.40931 | 0.25456 |
| 2............. | 0.93070 | 0.92076 | 0.90621 | 0.88314 | 0.84717 | 0.79148 | 0.71057 | 0.59846 | 0.45378 | 0.29018 |
| 23............. | 0.95227 | 0.94512 | 0.93416 | 0.91536 | 0.88503 | 0.83508 | 0.75995 | 0.65154 | 0.50591 | 0.33422 |
| 4.............. | 0.97079 | 0.96622 | 0.95876 | 0.94496 | 0.92076 | 0.87826 | 0.81150 | 0.71014 | 0.56701 | 0.38934 |



| 2mt |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | (3) | (4) | (3) | (10) | (15) | $1(20)$ | $125)$ | (13) |
| 1............ | 0.60722 | 0.525\% | 0.48996 | 0.46653 | 0.44896 | 0.41738 | 0.39531 | 0.36781 | 0.33397 | 0.29956 |
| 2............ | 0.64086 | 0.56300 | 0.52850 | 0.50606 | 0.48922 | 0.45788 | 0.43584 | 0.40817 | 0.37384 | 0.33865 |
| 3............ | 0.67118 | 0.59709 | 0.56425 | 0.54290 | 0.52688 | 0.49611 | 0.47434 | 0.44682 | 0.41243 | 0.37692 |
| 4............ | 0.69872 | 0.62864 | 0.59758 | 0.57738 | 0.56223 | 0.53229 | 0.51099 | 0.48386 | 0.44977 | 0.41432 |
| 5................ | 0.72392 | 0.65798 | 0.62876 | 0.60976 | 0.59551 | 0.56661 | 0.54594 | 0.51942 | 0.48591 | 0.45084 |
| 6............. | 0.74711 | 0.68540 | 0.65806 | 0.64027 | 0.62694 | 0.59923 | 0.57932 | 0.55359 | 0.52089 | 0.48651 |
| $7 . . . . . . . . . .$. | 0.76856 | 0.71111 | 0.68566 | 0.66911 | 0.65669 | 0.63030 | 0.61125 | 0.58646 | 0.55479 | 0.52131 |
| 8............ | 0.78849 | 0.73530 | 0.71175 | 0.69642 | 0.68492 | 0.65994 | 0.64184 | 0.61811 | 0.58762 | 0.55526 |
| 9............ | 0.80708 | 0.75813 | 0.73645 | 0.72234 | 0.71176 | 0.68828 | 0.67119 | 0.64860 | 0.61945 | 0.58838 |
| 10............ | 0.82447 | 0.77972 | 0.75989 | 0.74700 | 0.73733 | 0.71540 | 0.69937 | 0.67802 | 0.65032 | 0.62070 |
| 11............ | 0.84080 | 0.80019 | 0.78220 | 0.77050 | 0.76173 | 0.74139 | 0.72647 | 0.70642 | 0.68028 | 0.65222 |
| 12............ | 0.85617 | 0.81\%3 | 0.80345 | 0.79292 | 0.78503 | 0.76632 | 0.75255 | 0.73385 | 0.70935 | 0.68299 |
| 13............ | 0.87087 | 0.83900 | 0.82489 | 0.81570 | 0.80881 | 0.79185 | 0.77939 | 0.76204 | 0.73917 | 0.71448 |
| 14............ | 0.88476 | 0.85753 | 0.84547 | 0.83763 | 0.83174 | 0.81658 | 0.80540 | 0.78938 | 0.76804 | 0.74495 |
| 15............ | 0.89740 | 0.87421 | 0.86388 | 0.85713 | 0.85205 | 0.83858 | 0.82857 | 0.81406 | 0.79462 | 0.77353 |
| 16............ | 0.90962 | 0.89028 | 0.88157 | 0.87583 | 0.87145 | 0.85966 | 0.85085 | 0.83785 | 0.82036 | 0.80135 |
| 17............ | 0.92137 | 0.90584 | 0.89862 | 0.89376 | 0.88998 | 0.87985 | 0.87222 | 0.86076 | 0.84525 | 0.82836 |
| 18............. | 0.93265 | 0.92058 | 0.91479 | 0.91080 | 0.90766 | 0.89916 | 0.89270 | 0.88278 | 0.86927 | 0.85455 |
| 19............ | 0.94343 | 0.93453 | 0.93010 | 0.92701 | 0.92454 | 0.91763 | 0.91234 | 0.90395 | 0.89243 | 0.87989 |
| 20............ | 0.95372 | 0.94770 | 0.94462 | 0.94243 | 0.94065 | 0.93531 | 0.93117 | 0.92429 | 0.91476 | 0.90439 |
| 21............ | 0.96395 | 0.96020 | 0.95821 | 0.95678 | 0.95560 | 0.95169 | 0.94856 | 0.94324 | 0.93576 | 0.92762 |
| 22............ | 0.97321 | 0.97092 | 0.96967 | 0.96874 | 0.96798 | 0.96524 | 0.96301 | 0.95907 | 0.95357 | 0.94762 |
| 23............ | 0.98162 | 0.98039 | 0.97970 | 0.97918 | 0.97875 | 0.97702 | 0.97558 | 0.97288 | 0.96913 | 0.96510 |
| 24............ | 0.98881 | 0.98827 | 0.98795 | 0.98771 | 0.98751 | 0.98658 | 0.98575 | 0.98412 | 0.98185 | 0.97945 |
|  | (13) | $1(40)$ | (14s) | (450) | (55) | $1(60)$ | ${ }^{165)}$ | $170)$ | (175) | $1(00)$ |
| 1............. | 0.26436 | 0.22935 | 0.19512 | 0.16324 | 0.13008 | 0.09838 | 0.06591 | 0.03857 | 0.01773 | 0.00560 |
| 2............ | 0.30229 | 0.26567 | 0.22931 | 0.19478 | 0.15818 | 0.12230 | 0.08464 | 0.05166 | 0.02526 | 0.00877 |
| 3............ | 0.33989 | 0.30218 | 0.26419 | 0.22746 | 0.18784 | 0.14812 | 0.10545 | 0.06674 | 0.03440 | 0.01291 |
| 4............ | 0.37706 | 0.33871 | 0.29957 | 0.26107 | 0.21886 | 0.17564 | 0.12822 | 0.08379 | 0.04518 | 0.01814 |
| 5............... | 0.41373 | 0.37515 | 0.33529 | 0.29543 | 0.25105 | 0.20468 | 0.15281 | 0.10273 | 0.05763 | 0.02450 |
| 6............ | 0.44986 | 0.41142 | 0.37122 | 0.33039 | 0.28425 | 0.23510 | 0.17910 | 0.12350 | 0.07177 | 0.03206 |
| $7 .$. | 0.48541 | 0.44743 | 0.40726 | 0.36581 | 0.31830 | 0.26675 | 0.20698 | 0.14603 | 0.08759 | 0.04089 |
| 8............. | 0.52037 | 0.48314 | 0.44332 | 0.40159 | 0.35309 | 0.29949 | 0.23631 | 0.17024 | 0.10505 | 0.05100 |
| 9............. | 0.55471 | 0.51849 | 0.47932 | 0.43763 | 0.38850 | 0.33320 | 0.26699 | 0.19605 | 0.12413 | 0.06243 |
| 10............ | 0.58844 | 0.55346 | 0.51521 | 0.47384 | 0.42442 | 0.36778 | 0.29891 | 0.22337 | 0.14479 | 0.07518 |
| 11............ | 0.62154 | 0.58800 | 0.55092 | 0.51015 | 0.46076 | 0.40311 | 0.3319 | 0.25212 | 0.16699 | 0.08926 |
| 12............ | 0.65403 | 0.62211 | 0.58642 | 0.54648 | 0.49743 | 0.43911 | 0.36605 | 0.28221 | 0.19068 | 0.10467 |
| 13........... | 0.68727 | 0.65702 | 0.62284 | 0.58391 | 0.53546 | 0.47670 | 0.40196 | 0.35426 | 0.21624 | 0.12161 |
| 14............ | 0.71950 | 0.69100 | 0.65837 | 0.62040 | 0.57242 | 0.51311 | 0.43668 | 0.34517 | 0.24090 | 0.13805 |
| 15............ | 0.75015 | 0.72365 | 0.69277 | 0.65598 | 0.60873 | 0.54922 | 0.47149 | 0.37662 | 0.26645 | 0.15540 |
| 16............ | 0.78016 | 0.75582 | 0.72693 | 0.69164 | 0.64551 | 0.58622 | 0.50769 | 0.40987 | 0.29400 | 0.17457 |
| 17............ | 0.80944 | 0.78742 | 0.76074 | 0.72724 | 0.68261 | 0.62398 | 0.54516 | 0.44486 | 0.32358 | 0.19565 |
| 18............ | 0.83797 | 0.81838 | 0.79411 | 0.76265 | 0.71989 | 0.66235 | 0.58377 | 0.48151 | 0.35517 | 0.21869 |
| 19............ | 0.86569 | 0.84864 | 0.82693 | 0.79777 | 0.75720 | 0.70117 | 0.62337 | 0.51969 | 0.38870 | 0.24371 |
| 20............ | 0.89261 | 0.87814 | 0.85913 | 0.83247 | 0.79440 | 0.74027 | 0.66377 | 0.55922 | 0.42407 | 0.27070 |
| 21............ | 0.91827 | 0.90647 | 0.89017 | 0.86621 | 0.83088 | 0.77919 | 0.70467 | 0.60016 | 0.46168 | 0.30026 |
| $22 . . . . . . . . .$. | 0.94066 | 0.93159 | 0.91851 | 0.89814 | 0.86702 | 0.81966 | 0.74962 | 0.64788 | 0.50850 | 0.33976 |
| 23............ | 0.96034 | 0.95393 | 0.94415 | 0.92784 | 0.90173 | 0.86001 | 0.79635 | 0.69980 | 0.56198 | 0.38737 |
| 24............ | 0.97659 | 0.97258 | 0.96600 | 0.95398 | 0.93359 | 0.89887 | 0.84377 | 0.75558 | 0.62310 | 0.44556 |

Note: Values of $(x)$ based on a sex ratio at birth of 105 males per 100 females.

## Amex IX

## VALUES OF PROBABILITY OF SURVIVING FOR BOTH SEXES COMBINED, FOR AGES UP TO 15, FROM COALL-DEMENY MODEL LIFE TABLES USING DIFFERENT SEX RATIOS AT BIRTH

Table 239. North model values for protability of surviving from arth. $/(x)$, FOW AGES UPTO IS, BOTH SEXES COMLINED: SEX RATIO AT BIRTH OF 1.02

| Land |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $1(1)$ | (12) | (13) | 1(4) | (5) | (10) | (15) |
| 1............. | 0.65429 | 0.57221 | 0.52198 | 0.48435 | 0.45576 | 0.39745 | 0.37129 |
| 2............. | 0.68414 | 0.60613 | 0.55840 | 0.52265 | 0.49549 | 0.43785 | 0.41160 |
| 3............ | 0.71092 | 0.63717 | 0.59205 | 0.55825 | 0.53257 | 0.47617 | 0.45013 |
| 4............ | 0.73520 | 0.66577 | 0.62330 | 0.59147 | 0.56730 | 0.51259 | 0.48700 |
| 5............. | 0.75734 | 0.69227 | 0.65245 | 0.62262 | 0.59996 | 0.54727 | 0.52232 |
| 6............ | 0.77768 | 0.71692 | 0.67975 | 0.65191 | 0.63075 | 0.58035 | 0.55621 |
| 7............. | 0.79645 | 0.73997 | 0.70541 | 0.67953 | 0.65986 | 0.61195 | 0.58876 |
| 8............. | 0.81386 | 0.76158 | 0.72960 | 0.70564 | 0.68744 | 0.64218 | 0.62004 |
| 9............. | 0.83007 | 0.78191 | 0.75245 | 0.73039 | 0.71362 | 0.67115 | 0.65014 |
| 10............ | 0.84521 | 0.80109 | 0.77410 | 0.75388 | 0.73853 | 0.69891 | 0.67911 |
| 11............ | 0.85940 | 0.81922 | 0.79464 | 0.77623 | 0.76224 | 0.72558 | 0.70703 |
| 12............ | 0.87270 | 0.83636 | 0.81413 | 0.79748 | 0.78483 | 0.75114 | 0.73391 |
| 13............. | 0.88510 | 0.85313 | 0.83357 | 0.81892 | 0.80779 | 0.77744 | 0.76153 |
| 14............ | 0.8\%626 | 0.86855 | 0.85153 | 0.83875 | 0.82901 | 0.80200 | 0.78751 |
| [5............ | 0.90711 | 0.88342 | 0.86874 | 0.85766 | 0.84917 | 0.82540 | 0.81235 |
| 16............ | 0.91761 | 0.89797 | 0.88539 | 0.87577 | 0.86830 | 0.84765 | 0.83606 |
| 17............. | 0.92774 | 0.91172 | 0.90112 | 0.89290 | 0.88644 | 0.86881 | 0.85866 |
| 18............. | 0.93746 | 0.92469 | 0.91595 | 0.90909 | 0.90365 | 0.88891 | 0.88020 |
| 19............ | 0.94676 | 0.93690 | 0.92993 | 0.92440 | 0.91997 | 0.90803 | 0.90073 |
| 20............. | 0.95562 | 0.94839 | 0.94311 | 0.93888 | 0.93545 | 0.92621 | 0.92029 |
| 21............ | 0.96403 | 0.95919 | 0.95555 | 0.95259 | 0.95018 | 0.94355 | 0.93898 |
| 22............ | 0.97199 | 0.96937 | 0.96734 | 0.96567 | 0.96431 | 0.96022 | 0.95698 |
| 23............. | 0.97909 | 0.97757 | 0.97635 | 0.97533 | 0.97450 | 0.97185 | 0.96965 |
| 24............. | 0.98586 | 0.98509 | 0.98445 | 0.98392 | 0.98348 | 0.98200 | 0.98065 |

TARLE 240. NORTH MCDEL VALUES FOR PRODABLLTY OF SURVIVING FROM BIRTH, $/(x)$. FOR AGES UP TO IS, zOTH SEXES COMDINED: SEX RATIO AT BIRTH OF 1.03

| Lam |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | $1(3)$ | $(4)$ | (15) | (10) | (15) |
| 1............ | 0.65416 | 0.57209 | 0.52186 | 0.48424 | 0.45565 | 0.39736 | 0.37120 |
| 2............ | 0.68402 | 0.60602 | 0.55830 | 0.52255 | 0.49539 | 0.43776 | 0.41151 |
| 3........... | 0.71082 | 0.63707 | 0.59195 | 0.55815 | 0.53247 | 0.47609 | 0.45005 |
| 4............ | 0.73510 | 0.66568 | 0.62320 | 0.59138 | 0.56721 | 0.51251 | 0.48692 |
| 5............ | 0.75725 | 0.69218 | 0.65236 | 0.62253 | 0.59987 | 0.54719 | 0.52225 |
| 6............ | 0.77759 | 0.71683 | 0.67966 | 0.65182 | 0.63067 | 0.58027 | 0.55614 |
| 7............ | 0.79637 | 0.73989 | 0.70533 | 0.67945 | 0.65978 | 0.61188 | 0.58869 |
| 8............ | 0.81379 | 0.76150 | 0.72952 | 0.70556 | 0.68736 | 0.64211 | 0.61997 |
| 9............. | 0.83000 | 0.78184 | 0.75238 | 0.73032 | 0.71355 | 0.67108 | 0.65007 |
| 10............ | 0.84515 | 0.80103 | 0.77403 | 0.75382 | 0.73846 | 0.69885 | 0.67905 |
| 11............ | 0.85934 | 0.81916 | 0.79458 | 0.77618 | 0.76218 | 0.72552 | 0.70698 |
| 12............ | 0.87265 | 0.83631 | 0.81408 | 0.79742 | 0.78477 | 0.75108 | 0.73385 |
| 13............ | 0.88506 | 0.85308 | 0.83352 | 0.81887 | 0.80774 | 0.77739 | 0.76148 |
| 14............. | 0.89622 | 0.86851 | 0.85148 | 0.83870 | 0.82896 | 0.80195 | 0.78746 |
| 15............ | 0.90707 | 0.88338 | 0.86869 | 0.85762 | 0.84913 | 0.82535 | 0.81230 |
| 16............. | 0.91757 | 0.89793 | 0.88535 | 0.87573 | 0.86826 | 0.84760 | 0.83601 |
| 17............ | 0.92770 | 0.91169 | 0.90108 | 0.89286 | 0.88640 | 0.86877 | 0.85862 |
| 18............ | 0.93743 | 0.92466 | 0.91592 | 0.90906 | 0.90361 | 0.88887 | 0.88016 |
| 19............. | 0.94673 | 0.93688 | 0.92990 | 0.92437 | 0.91993 | 0.90799 | 0.90069 |
| 20............ | 0.95559 | 0.94837 | 0.94309 | 0.93885 | 0.93543 | 0.92618 | 0.92026 |
| 21............. | 0.96401 | 0.95917 | 0.95553 | 0.95257 | 0.95035 | 0.94352 | 0.93895 |
| 22............ | 0.97197 | 0.96935 | 0.96732 | 0.96565 | 0.96429 | 0.96019 | 0.956\% |
| 23............ | 0.97908 | 0.97755 | 0.97633 | 0.97532 | 0.97448 | 0.97183 | 0.96963 |
| 24............ | 0.98585 | 0.98508 | 0.98444 | 0.98391 | 0.98347 | 0.98199 | 0.98064 |

Table 241. North model values for monaluluty of surviving from arkth, $f(x)$. FOR AGES UP TO 15, DOTR SEXES COMLANED: SEX RATIO AT DIRTH OF 1.04

| Low |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | (13) | (4) | (3) | (10) | (15) |
|  | 0.65404 | 0.57197 | 0.52175 | 0.48413 | 0.45555 | 0.39727 | 0.37112 |
| 2............ | 0.68391 | 0.60590 | 0.55819 | 0.52244 | 0.49529 | 0.43767 | 0.41143 |
| 3............ | 0.71071 | 0.63697 | 0.59185 | 0.55805 | 0.53238 | 0.47600 | 0.44997 |
| 4............ | 0.73500 | 0.66558 | 0.62310 | 0.59129 | 0.56712 | 0.51242 | 0.48684 |
| S............ | 0.75716 | 0.69209 | 0.65227 | 0.62244 | 0.59978 | 0.54711 | 0.52217 |
| 6............ | 0.77751 | 0.71675 | 0.67958 | 0.65174 | 0.63059 | 0.58020 | 0.55607 |
| 7............. | 0.79630 | 0.73981 | 0.70525 | 0.67937 | 0.65970 | 0.61181 | 0.58862 |
| 8............ | 0.81372 | 0.76143 | 0.72945 | 0.70549 | 0.68729 | 0.64205 | 0.61990 |
| 9............. | 0.82994 | 0.78177 | 0.75231 | 0.73025 | 0.71349 | 0.67101 | 0.65001 |
| 10............ | 0.84509 | 0.80096 | 0.77397 | 0.75375 | 0.73840 | 0.69879 | 0.67899 |
| 11............. | 0.85929 | 0.81910 | 0.79452 | 0.77612 | 0.76213 | 0.72546 | 0.70692 |
| 12............ | 0.87260 | 0.83626 | 0.81403 | 0.79737 | 0.78472 | 0.75103 | 0.73380 |
| 13............ | 0.88501 | 0.85303 | 0.83347 | 0.81882 | 0.80769 | 0.77734 | 0.76143 |
| 14............ | 0.89618 | 0.86846 | 0.85143 | 0.83866 | 0.82891 | 0.80190 | 0.78741 |
| 15............ | 0.90703 | 0.88333 | 0.86865 | 0.85757 | 0.84908 | 0.82530 | 0.81225 |
| 16............. | 0.91754 | 0.89789 | 0.88530 | 0.87569 | 0.86822 | 0.84756 | 0.83597 |
| 17............ | 0.92767 | 0.91166 | 0.90104 | 0.89282 | 0.88636 | 0.86872 | 0.85857 |
| 18............ | 0.93740 | 0.92463 | 0.91588 | 0.90902 | 0.90358 | 0.88883 | 0.88012 |
| 19............ | 0.94671 | 0.93685 | 0.92988 | 0.92434 | 0.91990 | 0.90795 | 0.90065 |
| 20............. | 0.95557 | 0.94835 | 0.94306 | 0.93882 | 0.93540 | 0.92615 | 0.92023 |
| 21........... | 0.96399 | 0.95915 | 0.95550 | 0.95254 | 0.95013 | 0.94349 | 0.93892 |
| 22............ | 0.97195 | 0.96934 | 0.96730 | 0.96563 | 0.96427 | 0.96017 | 0.95693 |
| 23............ | 0.97906 | 0.97754 | 0.97632 | 0.97530 | 0.97447 | 0.97181 | 0.96961 |
| 24............ | 0.98584 | 0.98507 | 0.98443 | 0.98390 | 0.98346 | 0.98197 | 0.98062 |

Talle 242. North model values fon promablity of surviving minom mith, $f(x)$, POR AGES UPTO 15, DOTH SEXES COMBINED: SEX RATIO AT BIRTH OF 1.05

| Land |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | (3) | 14. | 13) | $1(10)$ | (15) |
|  | 0.65392 | 0.57185 | 0.52163 | 0.48402 | 0.45544 | 0.39718 | 0.37104 |
| 2............ | 0.68379 | 0.60580 | 0.55808 | 0.52234 | 0.49519 | 0.43758 | 0.41135 |
| 3............ | 0.71061 | 0.63686 | 0.59175 | 0.55795 | 0.53228 | 0.47592 | 0.44989 |
| 4............ | 0.73491 | 0.66548 | 0.62301 | 0.59120 | 0.56703 | 0.51234 | 0.48677 |
| 5............ | 0.75708 | 0.69200 | 0.65218 | 0.62236 | 0.59970 | 0.54703 | 0.52210 |
| 6............ | 0.77743 | 0.71667 | 0.67950 | 0.65166 | 0.63051 | 0.58012 | 0.55600 |
| 7............. | 0.79622 | 0.73973 | 0.70518 | 0.67929 | 0.65963 | 0.61173 | 0.58855 |
| 8............. | 0.81365 | 0.76136 | 0.72938 | 0.70542 | 0.68722 | 0.64198 | 0.61984 |
| 9............ | 0.82988 | 0.78171 | 0.75224 | 0.73018 | 0.71342 | 0.67095 | 0.64995 |
| 10........... | 0.84503 | 0.80090 | 0.77391 | 0.75369 | 0.73834 | 0.69873 | 0.67893 |
| 11............ | 0.85924 | 0.81905 | 0.79446 | 0.77606 | 0.76207 | 0.72540 | 0.70687 |
| 12............. | 0.87255 | 0.83620 | 0.81397 | 0.79732 | 0.78466 | 0.75097 | 0.73375 |
| 13............ | 0.88497 | 0.85299 | 0.83342 | 0.81877 | 0.80764 | 0.77729 | 0.76138 |
| 14............ | 0.89613 | 0.86841 | 0.85139 | 0.83861 | 0.82886 | 0.80185 | 0.78736 |
| 15............ | 0.90699 | 0.88329 | 0.86860 | 0.85753 | 0.84904 | 0.82525 | 0.81221 |
| 16............ | 0.91750 | 0.89785 | 0.88526 | 0.87564 | 0.86818 | 0.84751 | 0.83592 |
| 17............ | 0.92764 | 0.91162 | 0.90101 | 0.89278 | 0.88633 | 0.86868 | 0.85853 |
| 18............ | 0.93737 | 0.92460 | 0.91585 | 0.90899 | 0.90354 | 0.88879 | 0.88008 |
| 19............ | 0.94668 | 0.93682 | 0.92985 | 0.92431 | 0.91987 | 0.90792 | 0.90061 |
| 20............ | 0.95555 | 0.94833 | 0.94304 | 0.93880 | 0.93537 | 0.92612 | 0.92019 |
| 21............ | 0.96397 | 0.95913 | 0.95548 | 0.95252 | 0.95011 | 0.94346 | 0.93889 |
| 22............ | 0.97194 | 0.96932 | 0.96728 | 0.96561 | 0.96425 | 0.96014 | 0.95690 |
| 23............ | 0.97905 | 0.97753 | 0.97630 | 0.97529 | 0.97445 | 0.97179 | 0.96958 |
| 24............. | 0.98583 | 0.98506 | 0.98442 | 0.98389 | 0.98345 | 0.981\% | 0.98061 |

Table 243. North model values fok momamlety of suavivino from mathif(x). FOR AGES UPTO IS, WOTH SEXES COMANED: SEX RATIO AT BURTH Of 1.06

| Lewt |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (14) | (1s) | $1(10)$ | (13) |
| 1............. | 0.65380 | 0.57173 | 0.52152 | 0.48392 | 0.45534 | 0.39709 | 0.37096 |
| 2............ | 0.68368 | 0.60569 | 0.55798 | 0.52224 | 0.49509 | 0.43749 | 0.41127 |
| 3............ | 0.71051 | 0.63676 | 0.59165 | 0.55786 | 0.53219 | 0.47583 | 0.44981 |
| 4............. | 0.73481 | 0.66539 | 0.62292 | 0.59111 | 0.56694 | 0.51226 | 0.48669 |
| 5............. | 0.75699 | 0.69191 | 0.65209 | 0.62227 | 0.59961 | 0.546\% | 0.52203 |
| 6............ | 0.77735 | 0.71659 | 0.67942 | 0.65158 | 0.63043 | 0.58005 | 0.55593 |
| 7............. | 0.79615 | 0.73966 | 0.70510 | 0.67922 | 0.65955 | 0.61166 | 0.58849 |
| 8.............. | 0.81358 | 0.76129 | 0.72931 | 0.70535 | 0.68715 | 0.64191 | 0.61978 |
| 9............. | 0.82981 | 0.78164 | 0.75218 | 0.73012 | 0.71335 | 0.67089 | 0.64989 |
| 10............ | 0.84497 | 0.80084 | 0.77384 | 0.75363 | 0.73827 | 0.69867 | 0.67888 |
| 11............. | 0.85918 | 0.81899 | 0.79441 | 0.77600 | 0.76201 | 0.72534 | 0.70681 |
| 12................ | 0.87250 | 0.83615 | 0.81392 | 0.79726 | 0.78461 | 0.75092 | 0.73369 |
| 13............ | 0.88492 | 0.85294 | 0.83337 | 0.81872 | 0.80759 | 0.77724 | 0.76133 |
| 14............ | 0.89609 | 0.86837 | 0.85134 | 0.83856 | 0.82881 | 0.80180 | 0.78731 |
| 15............ | 0.90695 | 0.88325 | 0.86856 | 0.85748 | 0.84899 | 0.82520 | 0.81216 |
| 16............. | 0.91747 | 0.89785 | 0.88522 | 0.87560 | 0.86814 | 0.84746 | 0.83587 |
| 17............ | 0.92761 | 0.91159 | 0.90097 | 0.89275 | 0.88629 | 0.86864 | 0.85848 |
| 18................ | 0.93734 | 0.92457 | 0.91582 | 0.90896 | 0.90351 | 0.88875 | 0.88004 |
| 19............ | 0.94666 | 0.93680 | 0.92982 | 0.92428 | 0.91984 | 0.90788 | 0.90058 |
| 20............ | 0.95553 | 0.94830 | 0.94301 | 0.93877 | 0.93535 | 0.92609 | 0.92016 |
| 21............ | 0.96395 | 0.95911 | 0.95546 | 0.95250 | 0.95008 | 0.94343 | 0.93886 |
| 22............. | 0.97192 | 0.96930 | 0.96727 | 0.96559 | 0.96423 | 0.96012 | 0.95687 |
| 23............ | 0.97904 | 0.97751 | 0.97629 | 0.97527 | 0.97443 | 0.97177 | 0.9695 |
| 24............ | 0.98582 | 0.98505 | 0.98441 | 0.98388 | 0.98344 | 0.98195 | 0.98059 |

Table 244. North model values fon probablity of surviving from meth. $I(x)$, FOR AGES UP TO 15, POTH SEXES COMMINED: SEX RATIO AT BIRTH OF 1.07

| 4 mel |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | 13. | H(4) | $1(5)$ | (10) | (15) |
| 1............. | 0.65368 | 0.57162 | 0.52141 | 0.48381 | 0.45524 | 0.39700 | 0.37087 |
| 2............ | 0.68357 | 0.60558 | 0.55787 | 0.52214 | 0.49499 | 0.43741 | 0.41119 |
| 3............ | 0.71041 | 0.63666 | 0.59155 | 0.55776 | 0.53209 | 0.47575 | 0.44973 |
| 4............. | 0.73472 | 0.66530 | 0.62282 | 0.59102 | 0.56685 | 0.51218 | 0.48662 |
| S............. | 0.75690 | 0.69182 | 0.65201 | 0.62219 | 0.59953 | 0.54688 | 0.52195 |
| 6............ | 0.77727 | 0.71650 | 0.67934 | 0.65150 | 0.63035 | 0.57997 | 0.55586 |
| 7............ | 0.79608 | 0.73958 | 0.70502 | 0.67914 | 0.65948 | 0.61159 | 0.58842 |
| 8............ | 0.81351 | 0.76122 | 0.72923 | 0.70528 | 0.68708 | 0.64184 | 0.61971 |
| 9............ | 0.82975 | 0.78158 | 0.75211 | 0.73005 | 0.71329 | 0.67082 | 0.64963 |
| 10............ | 0.84492 | 0.80078 | 0.77378 | 0.75357 | 0.73821 | 0.69861 | 0.67882 |
| 11............ | 0.85913 | 0.81893 | 0.79435 | 0.77594 | 0.76195 | 0.72529 | 0.70676 |
| 12............ | 0.87245 | 0.83610 | 0.81387 | 0.79721 | 0.78456 | 0.75087 | 0.73364 |
| 13............. | 0.88488 | 0.85289 | 0.83332 | 0.81868 | 0.80754 | 0.77719 | 0.76128 |
| 14................ | 0.89605 | 0.86833 | 0.85129 | 0.83852 | 0.82877 | 0.80175 | 0.78726 |
| 15............ | 0.90692 | 0.88321 | 0.86852 | 0.85744 | 0.84895 | 0.82516 | 0.81211 |
| 16............ | 0.91744 | 0.89777 | 0.88519 | 0.87556 | 0.86810 | 0.84742 | 0.83583 |
| 17............. | 0.92758 | 0.91156 | 0.90094 | 0.89271 | 0.88625 | 0.86860 | 0.85844 |
| 18............... | 0.93732 | 0.92454 | 0.91579 | 0.90892 | 0.90348 | 0.88872 | 0.88000 |
| 19............ | 0.94663 | 0.93677 | 0.92979 | 0.92425 | 0.91981 | 0.90785 | 0.90054 |
| 20............ | 0.95551 | 0.94828 | 0.94299 | 0.93875 | 0.93532 | 0.92605 | 0.92012 |
| $21 . . . . . . . . . . .$. | 0.96393 | 0.95909 | 0.95544 | 0.95248 | 0.95006 | 0.94341 | 0.93883 |
| 22............. | 0.97191 | 0.96929 | 0.96725 | 0.96558 | 0.96421 | 0.96009 | 0.95685 |
| 23............ | 0.97903 | 0.97750 | 0.97627 | 0.97526 | 0.97442 | 0.97175 | 0.96954 |
| 24............. | 0.98581 | 0.98504 | 0.98440 | 0.98387 | 0.98343 | 0.98193 | 0.98058 |

Table 245. SOUTH model values for probability of surviving from birth. $l(x)$, FOR AOES UP TO IS, BOTH SEXES COMAINED: SEX RATIO AT WRTH OF $I .02$

| Lunt |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | (13) | $1(4)$ | (15) | $1(0)$ | (13) |
| 1............. | 0.67858 | 0.54735 | 0.48688 | 0.45472 | 0.43669 | 0.39953 | 0.38229 |
| 2............. | 0.70201 | 0.57849 | 0.52157 | 0.49130 | 0.47434 | 0.43770 | 0.42049 |
| 3............ | 0.72317 | 0.60732 | 0.55393 | 0.52554 | 0.50963 | 0.47389 | 0.45689 |
| 4............ | 0.74244 | 0.63415 | 0.58424 | 0.55770 | 0.54283 | 0.50827 | 0.49165 |
| 5............. | 0.76011 | 0.65924 | 0.61275 | 0.58802 | 0.574i7 | 0.54102 | 0.52489 |
| 6............ | 0.77642 | 0.68279 | 0.63964 | 0.61669 | 0.60383 | 0.57227 | 0.55673 |
| 7............ | 0.79152 | 0.70496 | 0.66507 | 0.64385 | 0.63196 | 0.60214 | 0.58728 |
| $8 . . . . . . . . . .$. | 0.80558 | 0.72590 | 0.68919 | 0.66966 | 0.65872 | 0.63074 | 0.61663 |
| 9............ | 0.81872 | 0.74574 | 0.71211 | 0.69422 | 0.68420 | 0.65815 | 0.64484 |
| 10............ | 0.83083 | 0.76422 | 0.73352 | 0.71719 | 0.70804 | 0.68433 | 0.67188 |
| 11............. | 0.84149 | 0.78188 | 0.75441 | 0.73979 | 0.73160 | 0.71010 | 0.69857 |
| 12............ | 0.85189 | 0.79888 | 0.77445 | 0.76145 | 0.75417 | 0.73484 | 0.72425 |
| 13............ | 0.86204 | 0.81525 | 0.79369 | 0.78222 | 0.77579 | 0.75860 | 0.748\% |
| 14............ | 0.87190 | 0.83101 | 0.81216 | 0.80213 | 0.79651 | 0.78141 | 0.77275 |
| 15............ | 0.88147 | 0.84616 | 0.82989 | 0.82123 | 0.81638 | 0.80333 | 0.79563 |
| 16........... | 0.89074 | 0.86073 | 0.84691 | 0.83955 | 0.83543 | 0.82439 | 0.81764 |
| 17............. | 0.89968 | 0.87481 | 0.86331 | 0.85717 | 0.85370 | 0.84463 | 0.83883 |
| 18............ | 0.90837 | 0.88854 | 0.87926 | 0.87426 | 0.87138 | 0.86421 | 0.85937 |
| 19............ | 0.91829 | 0.90339 | 0.89624 | 0.89230 | 0.8899\% | 0.88429 | 0.88030 |
| 20............ | 0.92790 | 0.91663 | 0.91108 | 0.9079 | 0.90605 | 0.90170 | 0.89848 |
| 21............ | 0.93748 | 0.92927 | 0.92512 | 0.92274 | 0.92125 | 0.91804 | 0.91554 |
| 22............ | 0.94700 | 0.94131 | 0.93836 | 0.93663 | 0.93553 | 0.93328 | 0.93141 |
| 23............ | 0.95640 | 0.95271 | 0.95074 | 0.94957 | 0.94880 | 0.94734 | 0.94601 |
| 24............ | 0.96560 | 0.96341 | 0.96221 | 0.96148 | 0.96100 | 0.96013 | 0.95926 |

Table 246. South model values for probability of surviving from dikth, $/(x)$. FOR ages up To IS, both sexes cominned: sex ratio at birth of 1.03

| 4004 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(1)$ | (2) | (13) | (4) | (5) | (10) | H15) |
| 1............. | 0.67851 | 0.54731 | 0.48685 | 0.45470 | 0.43667 | 0.39953 | 0.38230 |
| 2............ | 0.70194 | 0.57846 | 0.52155 | 0.49128 | 0.47432 | 0.43770 | 0.42050 |
| 3............ | 0.72311 | 0.60728 | 0.55390 | 0.52552 | 0.50961 | 0.47388 | 0.45690 |
| 4............ | 0.74239 | 0.63411 | 0.58422 | 0.55767 | 0.54281 | 0.50826 | 0.49165 |
| 5............ | 0.76006 | 0.65920 | 0.61272 | 0.58799 | 0.57414 | 0.54101 | 0.52488 |
| 6............ | 0.77637 | 0.68275 | 0.6391 | 0.61666 | 0.60380 | 0.57225 | 0.55673 |
| 7............. | 0.79147 | 0.70492 | 0.66504 | 0.64383 | 0.63193 | 0.60213 | 0.58727 |
| 8............ | 0.80554 | 0.72587 | 0.68916 | 0.66963 | 0.65869 | 0.63072 | 0.61661 |
| 9............ | 0.81867 | 0.74570 | 0.71208 | . 0.69419 | 0.68417 | 0.65813 | 0.64483 |
| 10............. | 0.83079 | 0.76418 | 0.73349 | 0.71715 | 0.70801 | 0.68430 | 0.67185 |
| 11............ | 0.84145 | 0.78184 | 0.75437 | 0.73976 | 0.73157 | 0.71007 | 0.69855 |
| 12............. | 0.85185 | 0.79885 | 0.77442 | 0.76142 | 0.75414 | 0.73481 | 0.72422 |
| 13............ | 0.86200 | 0.8152] | 0.79365 | 0.78218 | 0.77576 | 0.75856 | 0.74893 |
| 14............ | 0.87187 | 0.83098 | 0.81213 | 0.80210 | 0.79648 | 0.78138 | 0.77271 |
| 15............ | 0.88144 | 0.84613 | 0.82986 | 0.82120 | 0.81635 | 0.80329 | 0.79564 |
| 16............ | 0.89071 | 0.86070 | 0.84688 | 0.83952 | 0.83540 | 0.82436 | 0.81761 |
| 17............. | 0.89965 | 0.87478 | 0.86328 | 0.85714 | 0.85367 | 0.84459 | 0.8388011 |
| $18 . . . . . . . . . . .$. | 0.90834 | 0.88851 | 0.87923 | 0.87422 | 0.87134 | 0.86417 | 0.85934 |
| 19............ | 0.91826 | 0.90337 | 0.89622 | 0.89228 | 0.88993 | 0.88427 | 0.88027 |
| 20............ | 0.92788 | 0.91661 | 0.91106 | 0.90794 | 0.90603 | 0.90168 | 0.89846 |
| 21............. | 0.93747 | 0.92926 | 0.92511 | 0.92272 | 0.92123 | 0.91802 | 0.91552 |
| 22............ | 0.94699 | 0.94130 | 0.93834 | 0.93662 | 0.93551 | 0.93327 | 0.93139 |
| 23............ | 0.95639 | 0.95270 | 0.95073 | 0.94955 | 0.94879 | 0.94732 | 0.94600 |
| 24............ | 0.96559 | 0.96340 | 0.96220 | 0.96147 | 0.96099 | 0.96031 | 0.95925 |

TABLE 247. SOUTH MODEL VALUES FOR PROABBLITY OF SURVIVING FROM BLRTH. $f(x)$. FOR AOES UP TO IS, DOTH SEXES COMALNED: SEX RATLO AT GURTH OF 1.04

| Lant |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | 13) | $1(4)$ | (5) | $1(10)$ | $1(19)$ |
| $1 .$. | 0.67844 | 0.54727 | 0.48683 | 0.45468 | 0.43666 | 0.39953 | 0.38231 |
| 2............. | 0.70188 | 0.57842 | 0.52152 | 0.49126 | 0.47431 | 0.43769 | 0.42050 |
| 3............ | 0.72305 | 0.60724 | 0.55388 | 0.52550 | 0.50959 | 0.47388 | 0.45690 |
| 4............ | 0.74233 | 0.63408 | 0.58419 | 0.55765 | 0.54279 | 0.50825 | 0.49165 |
| 5............ | 0.76001 | 0.65916 | 0.61269 | 0.58797 | 0.57412 | 0.54100 | 0.52488 |
| 6............. | 0.77632 | 0.68272 | 0.63958 | 0.61663 | 0.60378 | 0.57224 | 0.55672 |
| 7............ | 0.79143 | 0.70489 | 0.66501 | 0.64380 | 0.63191 | 0.60231 | 0.58726 |
| 8............. | 0.80549 | 0.72583 | 0.68913 | 0.66960 | 0.65866 | 0.63070 | 0.61660 |
| 9............. | 0.81863 | 0.74567 | 0.71205 | 0.69416 | 0.68414 | 0.65811 | 0.64481 |
| 10............ | 0.83074 | 0.76414 | 0.73345 | 0.71712 | 0.70798 | 0.68427 | 0.67183 |
| 11............. | 0.84141 | 0.78181 | 0.75434 | 0.73972 | 0.73154 | 0.71004 | 0.69852 |
| 12............ | 0.85182 | 0.79881 | 0.77439 | 0.76139 | 0.75411 | 0.73478 | 0.72420 |
| $13 . . . . . . . . . .$. | 0.86197 | 0.81518 | 0.79362 | 0.78215 | 0.77573 | 0.75853 | 0.74890 |
| 14............. | 0.87184 | 0.83094 | 0.81209 | 0.80206 | 0.79645 | 0.78135 | 0.77268 |
| 15............ | 0.88141 | 0.84610 | 0.82983 | 0.82117 | 0.81632 | 0.80326 | 0.79556 |
| 16............. | '0.89068 | 0.86067 | 0.84684 | 0.83949 | 0.83537 | 0.82432 | 0.81757 |
| 17............ | 0.89963 | 0.87475 | 0.86325 | 0.85711 | 0.85364 | 0.84456 | 0.83876 |
| 18............ | 0.90832 | 0.88848 | 0.87920 | 0.87419 | 0.87131 | 0.86414 | 0.85930 |
| 19............ | 0.91824 | 0.90335 | 0.8\%620 | 0.89225 | 0.88991 | 0.88424 | 0.88025 |
| 20............. | 0.92786 | 0.91659 | 0.91104 | 0.90792 | 0.90601 | 0.90165 | 0.89844 |
| 21............ | 0.93745 | 0.92924 | 0.92509 | 0.92271 | 0.92122 | 0.91800 | 0.91550 |
| 22............. | 0.94697 | 0.94128 | 0.93833 | 0.93660 | 0.93550 | 0.93325 | 0.93137 |
| 23............ | 0.95638 | 0.95268 | 0.95072 | 0.94954 | 0.94878 | 0.94731 | 0.94598 |
| 24............ | 0.96558 | 0.96339 | 0.96219 | 0.96146 | 0,96098 | 0.96010 | 0.95924 |

Talle 248. SOUTH model values por probablity of surviving from birth. $k(x)$. POR AOES UPTO IS, DOTH SEXES COMINED: SEX RATIO AT EHRTH OF L.05

| Sow |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (3) | $1(10)$ | (15) |
| 1............. | 0.67837 | 0.54723 | 0.48680 | 0.45466 | 0.43665 | 0.39953 | 0.38232 |
| 2............ | 0.70181 | 0.57838 | 0.52150 | 0.49124 | 0.47429 | 0.43769 | 0.42051 |
| 3............. | 0.72299 | 0.60721 | 0.55385 | 0.52548 | 0.50957 | 0.47387 | 0.45690 |
| 4............. | 0.74227 | 0.63404 | 0.58416 | 0.55763 | 0.54277 | 0.50825 | 0.49164 |
| 5............. | 0.75995 | 0.65913 | 0.61266 | 0.58795 | 0.57410 | 0.54099 | 0.52487 |
| $6 . . . . . . . . . . .$. | 0.77627 | 0.68268 | 0.63955 | 0.61661 | 0.60376 | 0.57222 | 0.55671 |
| 7............ | 0.79138 | 0.70485 | 0.66498 | 0.64377 | 0.63188 | 0.60209 | 0.58725 |
| 8............ | 0.80545 | 0.72580 | 0.68910 | 0.66957 | 0.65864 | 0.63068 | 0.61658 |
| 9............. | 0.81859 | 0.74564 | 0.71201 | 0.69413 | 0.68411 | 0.65809 | 0.64479 |
| 10............ | 0.83070 | 0.76411 | 0.73342 | 0.71708 | 0.70794 | 0.68425 | 0.67180 |
| 11............. | 0.84137 | 0.78177 | 0.75430 | 0.73969 | 0.73150 | 0.71001 | 0.69849 |
| 12............ | 0.85178 | 0.79878 | 0.77435 | 0.76135 | 0.75408 | 0.73475 | 0.72417 |
| 13................ | 0.86194 | 0.81515 | 0.79359 | 0.78212 | 0.77570 | 0.75850 | 0.74888 |
| 14............ | 0.87181 | 0.83091 | 0.81206 | 0.80203 | 0.79642 | 0.78132 | 0.77265 |
| 15............ | 0.88138 | 0.84607 | 0.82980 | 0.82114 | 0.81629 | 0.80323 | 0.79553 |
| 16.............. | 0.89065 | 0.86064 | 0.84681 | 0.83946 | 0.83533 | 0.82429 | 0.81754 |
| 17............ | 0.89\%60 | 0.87473 | 0.86322 | 0.85708 | 0.85361 | 0.84452 | 0.83873 |
| 18............ | 0.90829 | 0.88845 | 0.87917 | 0.87416 | 0.87128 | 0.86410 | 0.85926 |
| 19............ | 0.91822 | 0.90333 | 0.89618 | 0.89223 | 0.88989 | 0.88422 | 0.88022 |
| 20............ | 0.92784 | 0.91657 | 0.91102 | 0.90790 | 0.90599 | 0.90163 | 0.89841 |
| 21............ | 0.93743 | 0.92922 | 0.92507 | 0.92269 | 0.92120 | 0.91798 | 0.91548 |
| 22............ | 0.946\% | 0.94127 | 0.93831 | 0.93659 | 0.93548 | 0.93323 | 0.93135 |
| 23............ | 0.95637 | 0.95267 | 0.95071 | 0.94953 | 0.94876 | 0.94729 | 0.94596 |
| 24............ | 0.96557 | 0.96338 | 0.96218 | 0.96145 | 0.96097 | 0.96009 | 0.95923 |

Tasle 249. Sonth model values for ftobability of survivino prom birth. $/(x)$, FOR AGES UP TO IS, ЗOTH SEXES COMAINED: SEX RATLO AT DIRTH OF 1.06

| Lum |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | 12) | (13) | (16) | 159 | (10) | $1(15)$ |
|  | 0.67830 | 0.54720 | 0.48678 | 0.45465 | 0.43664 | 0.39953 | 0.38232 |
| 2............ | 0.70175 | 0.57834 | 0.52147 | 0.49122 | 0.47428 | 0.43768 | 0.42051 |
| 3............ | 0.72293 | 0.60717 | 0.55383 | 0.52545 | 0.50956 | 0.47386 | 0.45690 |
| 4............ | 0.74222 | 0.63401 | 0.58414 | 0.55761 | 0.54275 | 0.50824 | 0.49164 |
| S............ | 0.75990 | 0.65909 | 0.61264 | 0.58792 | 0.57408 | 0.54097 | 0.52487 |
| 6............. | 0.77622 | 0.68265 | 0.63952 | 0.61658 | 0.60373 | 0.57221 | 0.55670 |
| 7............ | 0.79133 | 0.70482 | 0.66495 | 0.64375 | 0.63186 | 0.60207 | 0.58724 |
| 8............ | 0.80540 | 0.72577 | 0.68907 | 0.66954 | 0.65861 | 0.63066 | 0.61657 |
| 9............ | 0.81855 | 0.74560 | 0.71198 | 0.69410 | 0.68409 | 0.65806 | 0.64478 |
| 10............ | 0.83066 | 0.76407 | 0.73338 | 0.71705 | 0.70791 | 0.68422 | 0.67178 |
| 11............ | 0.84133 | 0.78174 | 0.75427 | 0.73966 | 0.73147 | 0.70998 | 0.69847 |
| 12., ,......... | 0.85174 | 0.79874 | 0.77432 | 0.76132 | 0.75404 | 0.73472 | 0.72414 |
| 13........... | 0.86190 | 0.81511 | 0.79356 | 0.78209 | 0.77566 | 0.75847 | 0.74885 |
| 14............ | 0.87177 | 0.83088 | 0.8!203 | 0.80200 | 0.79639 | 0.78129 | 0.77262 |
| 15............ | 0.88135 | 0.84604 | 0.82976 | 0.82111 | 0.81626 | 0.80320 | 0.79550 |
| 16............. | 0.89062 | 0.86061 | 0.84678 | 0.83942 | 0.83530 | 0.82426 | 0.81751 |
| 17............ | 0.89957 | 0.87470 | 0.86319 | 0.85705 | 0.85357 | 0.84449 | 0.83869 |
| 18............ | 0.90827 | 0.88843 | 0.87914 | 0.87413 | 0.87125 | 0.86407 | 0.85923 |
| 19............ | 0.91820 | 0.90331 | 0.89615 | 0.89221 | 0.88987 | 0.88420 | 0.88019 |
| 20............. | 0.92782 | 0.91655 | 0.91100 | 0.90788 | 0.90597 | 0.90161 | 0.89839 |
| 21............. | 0.93742 | 0.92921 | 0.92505 | 0.92267 | 0.92118 | 0.9179 | 0.91546 |
| 22............. | 0.94694 | 0.94125 | 0.93830 | 0.93657 | 0.93546 | 0.93322 | 0.93133 |
| 23............ | 0.95635 | 0.95266 | 0.95069 | 0.94952 | 0.94875 | 0.94728 | 0.94595 |
| 24............ | 0.96556 | 0.96337 | 0.96217 | 0.96144 | 0.96096 | 0.96008 | 0.95921 |

Table 250. SOUTH model values for promability of suaviving from birth. $l(x)$, FOR AGES UP TO 15 , DOTH SEXES COMBINED: SEX RATLO AT ASRTH OF 1.07

| Lew |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (17) | (2) | $13)$ | 1(4) | $1(5)$ | $1(10)$ | (15) |
| 1............ | 0.67824 | 0.54716 | 0.48676 | 0.45463 | 0.43662 | 0.39953 | 0.38233 |
| 2............ | 0.70169 | 0.57831 | 0.52145 | 0.49120 | 0.47426 | 0.43768 | 0.42052 |
| 3............ | 0.72287 | 0.60714 | 0.55380 | 0.52543 | 0.50954 | 0.47386 | 0.45690 |
| 4............ | 0.74216 | 0.63397 | 0.58411 | 0.55758 | 0.54273 | 0.50823 | 0.49164 |
| 5.............. | 0.75985 | 0.65906 | 0.61261 | 0.58790 | 0.57406 | 0.540\% | 0.52486 |
| 6............. | 0.77617 | 0.68261 | 0.63949 | 0.61656 | 0.60371 | 0.57219 | 0.55670 |
| 7............ | 0.79128 | 0.70478 | 0.66492 | 0.64372 | 0.63183 | 0.60206 | 0.58723 |
| 8............ | 0.80536 | 0.72573 | 0.68904 | 0.66952 | 0.65858 | 0.63064 | 0.61656 |
| 9............ | 0.81851 | 0.74557 | 0.71195 | 0.69407 | 0.68406 | 0.65804 | 0.64476 |
| 10............. | 0.83062 | 0.76464 | 0.73335 | 0.71702 | 0.70788 | 0.68419 | 0.67176 |
| It............ | 0.84129 | 0.78170 | 0.75424 | 0.73963 | 0.73144 | 0.70995 | 0.69844 |
| 12............ | 0.85171 | 0.79871 | 0.77429 | 0.76129 | 0.75401 | 0.73469 | 0.72411 |
| 13............. | 0.86187 | 0.81508 | 0.79353 | 0.78205 | 0.77563 | 0.75844 | 0.74882 |
| 14............. | 0.87174 | 0.83085 | 0.81200 | 0.80197 | 0.79635 | 0.78125 | 0.77259 |
| 15............ | 0.88132 | 0.84601 | 0.82973 | 0.82108 | 0.81623 | 0.80317 | 0.79547 |
| 16............. | 0.89059 | 0.86058 | 0.84675 | 0.83939 | 0.83527 | 0.82423 | 0.81747 |
| 17............. | 0.89955 | 0.87467 | 0.86316 | 0.85701 | 0.85354 | 0.84446 | 0.83866 |
| 18............... | 0.90824 | 0.88840 | 0.87911 | 0.87410 | 0.87122 | 0.86404 | 0.85919 |
| 19................ | 0.91818 | 0.90329 | 0.89613 | 0.89218 | 0.88984 | 0.88417 | 0.88017 |
| 20................ | 0.92780 | 0.91653 | 0.91098 | 0.90786 | 0.90595 | 0.90159 | 0.89836 |
| 21................ | 0.93740 | 0.92919 | 0.92504 | 0.92265 | 0.92116 | 0.91795 | 0.91544 |
| $22 . . . . . . . . . . . . . . .$. | 0.94693 | 0.94124 | 0.93828 | 0.93656 | 0.93545 | 0.93320 | 0.93132 |
| 23................ | 0.95634 | 0.95265 | 0.95068 | 0.94950 | 0.94874 | 0.94726 | 0.94593 |
| 24............. | 0.96555 | 0.96336 | 0.96216 | 0.96143 | 0.96095 | 0.96007 | 0.95920 |

Table 251. EAst model values for probabllty or sukvivino from birth, $l(x)$, FOR AOES UP TO 15, DOTH SEXES COMLINED. SEX RATIO AT BIRTH OF 1.02

| Lunt |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | 43) | $1(4)$ | $1(5)$ | $1(10)$ | (15) |
|  | 0.53316 | 0.46363 | 0.43439 | 0.41549 | 0.40205 | 0.37347 | 0.35976 |
| 2............ | 0.57075 | 0.50285 | 0.47429 | 0.45583 | 0.44272 | 0.41397 | 0.40005 |
| 3............. | 0.60501 | 0.53936 | 0.51174 | 0.49390 | 0.48121 | 0.45267 | 0.43871 |
| 4............ | 0.63647 | 0.57350 | 0.54701 | 0.52990 | 0.51773 | 0.48968 | 0.47584 |
| 5............ | 0.66552 | 0.60556 | 0.58034 | 0.56405 | 0.55247 | 0.52517 | 0.5115s |
| 6............. | 0.69246 | 0.63576 | 0.61192 | 0.59652 | 0.58556 | 0.55920 | 0.54592 |
| 7............ | 0.71757 | 0.66431 | 0.64191 | 0.62744 | 0.61715 | 0.59189 | 0.57905 |
| 8............ | 0.74106 | 0.69136 | 0.67046 | 0.65696 | 0.64735 | 0.62334 | 0.61100 |
| 9............ | 0.76310 | 0.71704 | 0.69768 | 0.68517 | 0.67627 | 0.65362 | 0.64184 |
| 10............ | 0.78384 | 0.74148 | 0.72367 | 0.71217 | 0.70399 | 0.68280 | 0.67162 |
| 11............ | 0.80323 | 0.76524 | 0.74927 | 0.73896 | 0.73162 | 0.71216 | 0.70158 |
| 12............. | 0.82115 | 0.78741 | 0.77322 | 0.76407 | 0.75754 | 0.73978 | 0.72991 |
| 13............ | 0.83842 | 0.80871 | 0.79621 | 0.78815 | 0.78241 | 0.76636 | 0.75724 |
| 14............ | 0.85504 | 0.82915 | 0.81827 | 0.81125 | 0.80625 | 0.79191 | 0.78357 |
| 15............ | 0.87100 | 0.84877 | 0.83942 | 0.83339 | 0.82910 | 0.81646 | 0.80891 |
| 16............. | 0.88631 | 0.86757 | 0.85968 | 0.85460 | 0.85097 | 0.84003 | 0.83329 |
| 17............ | 0.90098 | 0.88567 | 0.87919 | 0.87498 | 0.87194 | 0.86266 | 0.85675 |
| 18............ | . 0.91499 | 0.90307 | 0.89792 | 0.89451 | 0.89201 | 0.88439 | 0.87929 |
| 19............. | 0.92834 | 0.91971 | 0.91582 | 0.91319 | 0.91123 | 0.90524 | 0.90096 |
| 20............. | 0.94106 | 0.93544 | 0.93283 | 0.93101 | 0.92962 | 0.92524 | 0.92177 |
| 21............. | 0.95376 | 0.95002 | 0.94821 | 0.94693 | 0.94593 | 0.94267 | 0.93997 |
| 22............ | 0.96518 | 0.96286 | 0.96170 | 0.96086 | 0.96019 | 0.95797 | 0.955\% |
| 23............. | 0.97544 | 0.97415 | 0.97348 | 0.97299 | 0.97260 | 0.97121 | 0.96982 |
| 24............ | 0.98426 | 0.98365 | 0.98332 | 0.98308 | 0.98288 | 0.98212 | 0.98125 |

Table 252. East model values fon probahility of surviving from birth. $/(x)$, FOR AGES UP TO 15, mOTH SEXES COMBINED: SEX RATLO AT BIRTH OF I. 03

| Lavis |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | $1(10)$ | (13) |
| I............. | 0.53297 | 0.46346 | 0.43423 | 0.41534 | 0.40191 | 0.37334 | 0.35964 |
| 2............ | 0.57057 | 0.50270 | 0.47415 | 0.45569 | 0.44258 | 0.41385 | 0.39994 |
| 3............. | 0.60485 | 0.53921 | 0.51160 | 0.49377 | 0.48108 | 0.45255 | 0.43860 |
| 4............ | 0.63633 | 0.57336 | 0.54688 | 0.52978 | 0.51761 | 0.48957 | 0.47574 |
| S............ | 0.66538 | 0.60543 | 0.58022 | 0.56393 | 0.55235 | 0.52506 | 0.51145 |
| 6............ | 0.69234 | 0.63564 | 0.61180 | 0.59641 | 0.58545 | 0.55910 | 0.54583 |
| 7............ | 0.71746 | 0.66420 | 0.64180 | 0.62734 | 0.61705 | 0.59180 | 0.5789\% |
| $8 . . . . . . . . . . .$. | 0.74096 | 0.69125 | 0.67036 | 0.65686 | 0.64726 | 0.62325 | 0.61092 |
| 9............. | 0.76300 | 0.71694 | 0.69758 | 0.68507 | 0.67618 | 0.65353 | 0.64176 |
| 10............. | 0.78375 | 0.74139 | 0.72359 | 0.71209 | 0.70390 | 0.68272 | 0.67155 |
| 11............ | 0.80315 | 0.76516 | 0.74919 | 0.73888 | 0.73154 | 0.71208 | 0.70151 |
| 12............. | 0.82107 | 0.78733 | 0.77315 | 0.76399 | 0.75747 | 0.73971 | 0.72984 |
| 13........... | 0.83835 | 0.80864 | 0.79614 | 0.78808 | 0.78234 | 0.76629 | 0.75717 |
| 14............ | 0.85498 | 0.82909 | 0.81821 | 0.81119 | 0.80619 | 0.79185 | 0.78351 |
| 15............ | 0.87094 | 0.84871 | 0.83937 | 0.83333 | 0.82904 | 0.81640 | 0.80885 |
| 16........... | 0.88626 | 0.86751 | 0.85963 | 0.85454 | 0.85092 | 0.83997 | 0.83323 |
| 17............ | 0.90093 | 0.88562 | 0.87914 | 0.87493 | 0.87189 | 0.86261 | 0.85670 |
| 18............ | 0.91495 | 0.90303 | 0.89787 | 0.89447 | 0.89197 | 0.88435 | 0.87925 |
| 19............ | 0.92831 | 0.91967 | 0.91579 | 0.91316 | 0.91119 | 0.90520 | 0.90091 |
| 20............ | 0.94103 | 0.93541 | 0.93279 | 0.93098 | 0.92959 | 0.92521 | 0.92174 |
| 21............ | 0.95374 | 0.94999 | 0.94819 | 0.94690 | 0.94590 | 0.94264 | 0.93994 |
| 22............ | 0.96516 | 0.96284 | 0.96168 | 0.96083 | 0.96017 | 0.95794 | 0.95593 |
| 23............ | 0.97543 | 0.97414 | 0.97347 | 0.97298 | 0.97258 | 0.97120 | 0.96980 |
| 24............ | 0.98425 | 0.98364 | 0.98331 | 0.98307 | 0.98287 | 0.98210 | 0.98124 |

Table 253. East model values for mobabiluty of surviving prom birth, $l(x)$, FOR AOES UPTO 15, WOTH SEXES COMEANED: SEX MATIO AT DIRTH OF I. 04

| Lum |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (13) | (1) | 1(3) | (10) | (13) |
| 1............ | 0.53278 | 0.46330 | 0.43407 | 0.41519 | 0.40176 | 0.37321 | 0.35953 |
| 2............ | 0.57040 | 0.50254 | 0.47400 | 0.45555 | 0.44245 | 0.41372 | 0.39983 |
| 3............ | 0.60470 | 0.53907 | 0.51146 | 0.49363 | 0.48095 | 0.45243 | 0.43849 |
| 4............. | 0.63618 | 0.57322 | 0.54675 | 0.52965 | 0.51749 | 0.48946 | 0.47564 |
| 5............ | 0.66525 | 0.60530 | 0.58010 | 0.56381 | 0.55224 | 0.52495 | 0.51135 |
| 6............ | 0.69221 | 0.63552 | 0.61169 | 0.59630 | 0.58534 | 0.55\%00 | 0.54574 |
| 7............ | 0.71734 | 0.66409 | 0.64169 | 0.62724 | 0.61695 | 0.59170 | 0.57887 |
| 8............ | 0.74085 | 0.69115 | 0.67026 | 0.65676 | 0.64716 | 0.62316 | 0.61084 |
| 9............ | 0.76290 | 0.71685 | 0.69749 | 0.68498 | 0.67609 | 0.65345 | 0.64168 |
| 10............ | 0.78366 | 0.74130 | 0.72350 | 0.71200 | 0.70382 | 0.68264 | 0.67147 |
| 11............ | 0.80307 | 0.76508 | 0.74911 | 0.73881 | 0.73146 | 0.71201 | 0.70144 |
| 12............ | 0.82100 | 0.78725 | 0.77307 | 0.76392 | 0.75739 | 0.73964 | 0.72978 |
| 13............ | 0.83828 | 0.80857 | 0.79607 | 0.78801 | 0.78227 | 0.76622 | 0.75711 |
| 14............ | 0.85491 | 0.82902 | 0.81814 | 0.81112 | 0.80613 | 0.79178 | 0.78345 |
| 15............. | 0.87089 | 0.84865 | 0.83931 | 0.83327 | 0.82898 | 0.81634 | 0.80879 |
| 16............. | 0.88621 | 0.86746 | 0.85957 | 0.85449 | 0.85086 | 0.83992 | 0.83318 |
| 17............. | 0.96089 | 0.88558 | 0.87909 | 0.87488 | 0.87184 | 0.86257 | 0.85665 |
| 18............ | 0.91491 | 0.90299 | 0.89783 | 0.89443 | 0.89193 | 0.88431 | 0.87920 |
| 19............ | 0.92827 | 0.91963 | 0.91575 | 0.91312 | 0.91115 | 0.90516 | 0.90087 |
| 20............. | 0.94100 | 0.93538 | 0.93276 | 0.93095 | 0.92955 | 0.92517 | 0.92170 |
| 21............ | 0.95371 | 0.94997 | 0.94816 | 0.94687 | 0.94588 | 0.94261 | 0.93991 |
| 22............ | 0.96514 | 0.96282 | 0.96165 | 0.96081 | 0.96015 | 0.95792 | 0.95591 |
| 23............ | 0.97541 | 0.97412 | 0.97345 | 0.97296 | 0.97256 | 0.97118 | 0.96978 |
| 24............. | 0.98424 | 0.98363 | 0.98330 | 0.98306 | 0.98286 | 0.98209 | 0.98122 |

Table 254. East model values por probabllity or suavivino from biath. $/(x)$. FOR AGES UP TO IS, DOTH SEXES COMMNED: SEX RATIO AT BIRTH OF 1.05

| Lend | Andeblary of monding, (x) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | $1(3)$ | $11(4)$ | $1(5)$ | (10) | (13) |
|  | 0.53260 | 0.46313 | 0.43392 | 0.41504 | 0.40162 | 0.37308 | 0.35941 |
| 2............ | 0.57023 | 0.50239 | 0.47385 | 0.45541 | 0.44231 | 0.41360 | 0.39972 |
| 3............ | 0.60454 | 0.53892 | 0.51132 | 0.49350 | 0.48082 | 0.45231 | 0.43839 |
| 4............ | 0.63603 | 0.57309 | 0.54662 | 0.52953 | 0.51737 | 0.48935 | 0.47554 |
| 5............ | 0.66511 | 0.60518 | 0.57998 | 0.56370 | 0.55212 | 0.52484 | 0.51126 |
| $6 . . . . . . . . . .$. | 0.69209 | 0.63540 | 0.61157 | 0.59619 | 0.58524 | 0.55890 | 0.54565 |
| 7............ | 0.71723 | 0.66398 | 0.64159 | 0.62713 | 0.61684 | 0.59161 | 0.57879 |
| 8............. | 0.74074 | 0.69105 | 0.67016 | 0.65667 | 0.64707 | 0.62307 | 0.61075 |
| 9............ | 0.76281 | 0.71675 | 0.69740 | 0.68489 | 0.67600 | 0.65337 | 0.64160 |
| 10............ | 0.78357 | 0.74122 | 0.72342 | 0.71192 | 0.70374 | 0.68256 | 0.67140 |
| 11............. | 0.80299 | 0.76500 | 0.74903 | 0.73873 | 0.73138 | 0.71194 | 0.70137 |
| 12............. | 0.82092 | 0.78718 | 0.77300 | 0.76385 | 0.75732 | 0.73957 | 0.72971 |
| 13................ | 0.83821 | 0.80850 | 0.79600 | 0.78794 | 0.78220 | 0.76615 | 0.75704 |
| 14............. | 0.85485 | 0.828\% | 0.81808 | 0.81106 | 0.80606 | 0.79172 | 0.78338 |
| 15................ | 0.87083 | 0.84859 | 0.83925 | 0.83322 | 0.82892 | 0.81628 | 0.80873 |
| 16............... | 0.88615 | 0.86741 | 0.85952 | 0.85444 | 0.85081 | 0.83987 | 0.83313 |
| 17............. | 0.90084 | 0.88553 | 0.87905 | 0.87483 | 0.87179 | 0.86252 | 0.85660 |
| 18........... | 0.91487 | 0.90295 | 0.89779 | 0.89439 | 0.89188 | 0.88426 | 0.87915 |
| 19............ | 0.92824 | 0.91960 | 0.91571 | 0.91308 | 0.91112 | 0.90512 | 0.90083 |
| 20............ | 0.94097 | 0.93535 | 0.93273 | 0.93091 | 0.92952 | 0.92514 | 0.92166 |
| $21 . . . . . . . . . . .$. | 0.95369 | 0.94994 | 0.94813 | 0.94685 | 0.94585 | 0.94258 | 0.93987 |
| 22............ | 0.96512 | 0.96280 | 0,96163 | 0.96079 | 0.96013 | 0.95789 | 0.95588 |
| 23............ | 0.97540 | 0.97411 | 0.97344 | 0.97294 | 0.97255 | 0.97116 | 0.96976 |
| 24............ | 0.98423 | 0.98362 | 0.98329 | 0.98305 | 0.98284 | 0.98208 | 0.98121 |

TanLe 255. EAST MODEL VALUES FOR PROMABLITY OF SURVIVING FROM BIRTH, $l(x)$, FOR AGES UP TO IS, COTH SEXES COMDANED: SEX RATIO AT DIRTH OF I.O6

| Lna |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | (3) | (t) | $1(3)$ | (20) | (115) |
| 1............. | 0.53242 | 0.46297 | 0.43377 | 0.41490 | 0.40148 | 0.37295 | 0.35929 |
| 2............ | 0.57006 | 0.50223 | 0.47371 | 0.45528 | 0.44218 | 0.41348 | 0.39960 |
| 3............. | 0.60438 | 0.53878 | 0.51119 | 0.49337 | 0.48070 | 0.45219 | 0.43828 |
| 4............. | 0.63589 | 0.57296 | 0.54649 | 0.52941 | 0.51725 | 0.48923 | 0.47544 |
| 5............. | 0.66498 | 0.60505 | 0.57986 | 0.56358 | 0.55201 | 0.52474 | 0.51116 |
| $6.1 .1 . . . . .$. | 0.69197 | 0.63529 | 0.61146 | 0.59608 | 0.58513 | 0.55880 | 0.54556 |
| 7............. | 0.71712 | 0.66387 | 0.64148 | 0.62703 | 0.61674 | 0.59151 | 0.57870 |
| 8............ | 0.74064 | 0.69095 | 0.67006 | 0.65657 | 0.64697 | 0.62299 | 0.61067 |
| 9............ | 0.76271 | 0.71666 | 0.69731 | 0.68481 | 0.67591 | 0.65328 | 0.64153 |
| 10............ | 0.78348 | 0.74113 | 0.72333 | 0.71184 | 0.70366 | 0.68248 | 0.67133 |
| 11........... | 0.80291 | 0.76492 | 0.74896 | 0.73865 | 0.73131 | 0.71186 | 0.70130 |
| 12............ | 0.82085 | 0.78711 | 0.77293 | 0.76377 | 0.75725 | 0.73950 | 0.72964 |
| 13. | 0.83814 | 0.80843 | 0.79594 | 0.78788 | 0.78214 | 0.76609 | 0.75698 |
| 14............. | 0.85479 | 0.82890 | 0.81802 | 0.81100 | 0.80600 | 0.79166 | 0.78332 |
| 15............ | 0.87077 | 0.84854 | 0.83919 | 0.83316 | 0.82886 | 0.81623 | 0.80868 |
| 16............ | 0.88610 | 0.86736 | 0.85947 | 0.85439 | 0.85076 | 0.83981 | 0.83307 |
| 17............ | 0.90080 | 0.88548 | 0.87900 | 0.87479 | 0.87175 | 0.86247 | 0.85655 |
| 18............ | 0.91483 | 0.90291 | 0.89775 | 0.89434 | 0.89184 | 0.88422 | 0.87911 |
| 19............ | 0.92820 | 0.91956 | 0.91568 | 0.91305 | 0.91108 | 0.90508 | 0.90079 |
| 20............ | 0.94094 | 0.93532 | 0.93270 | 0.93088 | 0.92949 | 0.92511 | 0.92163 |
| 21............ | 0.95366 | 0.94992 | 0.94811 | 0.94682 | 0.94582 | 0.94255 | 0.93984 |
| 22................. | 0.96510 | 0.96278 | 0.96161 | 0.96077 | 0.96011 | 0.95787 | 0.95586 |
| 23............ | 0.97539 | 0.97409 | 0.97342 | 0.97293 | 0.97253 | 0.97114 | 0.96975 |
| 24........... | 0.98422 | 0.98361 | 0.98328 | 0.98303 | 0.98283 | 0.98207 | 0.98120 |

TABLE 256. EAST MODEL VALUES FOR PROMADLITT OF SURVIVINO FROM DIETH. $l(x)$, FOR AGES UP TO 15, DOEH SEXES COMBNED, SEX RATIO AT BIRTH OF 1.07

| Sand |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | 13) | (4) | (15) | (10) | (15) |
| 1............ | 0.53223 | 0.46281 | 0.43362 | 0.41476 | 0.40134 | 0.37283 | 0.35918 |
| 2............ | 0.56990 | 0.50208 | 0.47357 | 0.45514 | 0.44205 | 0.41336 | 0.39950 |
| 3............ | 0.60423 | 0.53864 | 0.51105 | 0.49325 | 0.48057 | 0.45208 | 0.43818 |
| 4............ | 0.63575 | 0.57283 | 0.54637 | 0.52929 | 0.51713 | 0.48912 | 0.47534 |
| 5............ | 0.66485 | 0.60493 | 0.57974 | 0.56347 | 0.55190 | 0.52463 | 0.51107 |
| 6............. | 0.69185 | 0.63517 | 0.61135 | 0.59597 | 0.58502 | 0.55870 | 0.54547 |
| 7............ | 0.71700 | 0.66377 | 0.64138 | 0.62693 | 0.61665 | 0.59142 | 0.57861 |
| 8............ | 0.74054 | 0.69085 | 0.669\% | 0.65648 | 0.64688 | 0.62290 | 0.61059 |
| 9............ | 0.76262 | 0.71657 | 0.69722 | 0.68472 | 0.67582 | 0.65320 | 0.64145 |
| 10............ | 0.78339 | 0.74105 | 0.72325 | 0.71176 | 0.70358 | 0.68240 | 0.67126 |
| 11............ | 0.80283 | 0.76484 | 0.74888 | 0.73858 | 0.73123 | 0.71179 | 0.70123 |
| 12........... | 0.82077 | 0.78703 | 0.77285 | 0.76370 | 0.75718 | 0.73943 | 0.72958 |
| 13............. | 0.83807 | 0.80836 | 0.79587 | 0.78781 | 0.78207 | 0.76602 | 0.75692 |
| 14............ | 0.85473 | 0.82884 | 0.81796 | 0.81094 | 0.80594 | 0.79160 | 0.78326 |
| 15............ | 0.87072 | 0.84848 | 0.83913 | 0.83310 | 0.82881 | 0.81617 | 0.80862 |
| 16........... | 0.88605 | 0.86730 | 0.85942 | 0.85433 | 0.85071 | 0.83976 | 0.83302 |
| 17............ | 0.90075 | 0.88543 | 0.87895 | 0.87474 | 0.87170 | 0.86242 | 0.85650 |
| 18............ | 0.91479 | 0.90286 | 0.89771 | 0.89430 | 0.89180 | 0.88418 | 0.87907 |
| 19............ | 0.92817 | 0.91953 | 0.91564 | 0.91301 | 0.91104 | 0.90504 | 0.90075 |
| 20............ | 0.94092 | 0.93529 | 0.93267 | 0.93085 | 0.92946 | 0.92507 | 0.92159 |
| 21............ | 0.95364 | 0.94989 | 0.94808 | 0.94679 | 0.94579 | 0.94252 | 0.93981 |
| 22........... | 0.96508 | 0.96276 | 0.96159 | 0.96075 | 0.96009 | 0.95785 | 0.95583 |
| 23............ | 0.97537 | 0.97408 | 0.97341 | 0.97291 | 0.97252 | 0.97113 | 0.96973 |
| 24............ | 0.98421 | 0.98360 | 0.98327 | 0.98302 | 0.98282 | 0.98206 | 0.98118 |

TABLE 257. WEST MODEL VALUES FOR MROHABLITY OF SURVIVING FROM birth. $/(x)$, FOR AGES UP TO 15 , BOTH SEXES COMLINED: SEX RATIO AT BIRTH OF 1.02 .

| Lund |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | $1(2)$ | (13) | $1(4)$ | $1(3)$ | 4(10) | (19) |
| \|............. | 0.60761 | 0.52630 | 0.49027 | 0.46683 | 0.44924 | 0.41762 | 0.39552 |
| 2............ | 0.64122 | 0.56332 | 0.52880 | 0.50634 | 0.48949 | 0.45811 | 0.43604 |
| 3............ | 0.67151 | 0.59738 | 0.56453 | 0.54317 | 0.52713 | 0.49634 | 0.47453 |
| 4............. | 0.69903 | 0.62892 | 0.59784 | 0.57763 | 0.56247 | 0.53251 | 0.51618 |
| 5............. | 0.72420 | 0.65824 | 0.62901 | 0.61000 | 0.59574 | 0.56682 | 0.54612 |
| 6............. | 0.74738 | 0.68565 | 0.65830 | 0.64050 | 0.62716 | 0.59943 | 0.57949 |
| 7............. | 0.76881 | 0.71135 | 0.68589 | 0.66933 | 0.65690 | 0.63049 | 0.61142 |
| 8............. | 0.78872 | 0.73552 | 0.71196 | 0.69662 | 0.68512 | 0.66013 | 0.64200 |
| 9............. | 0.80729 | 0.75833 | 0.73665 | 0.72254 | 0.71195 | 0.68846 | 0.67134 |
| 10............ | 0.82467 | 0.77992 | 0.76008 | 0.74719 | 0.73751 | 0.71557 | 0.69953 |
| \|1............ | 0.84098 | 0.80037 | 0.78237 | 0.77068 | 0.76190 | 0.74155 | 0.72661 |
| 12............ | 0.85634 | 0.81980 | 0.80362 | 0.79309 | 0.78519 | 0.76647 | 0.75269 |
| 13............ | 0.87103 | 0.83915 | 0.82503 | 0.81584 | 0.80895 | 0.79198 | 0.77950 |
| 14............ | 0.88490 | 0.85767 | 0.84560 | 0.83776 | 0.83187 | 0.81670 | 0.80552 |
| 15............ | 0.89753 | 0.87434 | 0.86401 | 0.85726 | 0.85218 | 0.83871 | 0.82870 |
| 16............ | 0.90974 | 0.85041 | 0.88170 | 0.87596 | 0.87158 | 0.85979 | 0.85098 |
| 17............ | 0.92148 | 0.9059 | 0.89874 | 0.89388 | 0.89010 | 0.87997 | 0.87234 |
| 18............ | 0.93275 | 0.92069 | 0.91490 | 0.91091 | 0.90778 | 0.89928 | 0.89283 |
| 19............ | 0.94353 | 0.93462 | 0.93021 | 0.92711 | 0.92465 | 0.91774 | 0.91246 |
| 20............ | 0.95380 | 0.94779 | 0.94471 | 0.94252 | 0.94675 | 0.93541 | 0.93128 |
| 21............ | 0.96403 | 0.96028 | 0.95829 | 0.95686 | 0.95568 | 0.95179 | 0.94867 |
| 22............ | 0.97327 | 0.97098 | 0.96973 | 0.96881 | 0.96805 | 0.96532 | 0.96310 |
| 23............ | 0.98166 | 0.98044 | 0.97975 | 0.97923 | 0.97880 | 0.97708 | 0.97564 |
| 24........... | 0.98884 | 0.98830 | 0.98799 | 0.98775 | 0.98755 | 0.98662 | 0.98579 |

Table 258. West model values for probability of surviving from birth, $l(x)$, FOR AGES UP TO 15, DOTH SEXES COMANED: SEX MATIO AT GIRTH OF 1.03

| $\underline{L}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | $1(4)$ | (3) | (10) | (105) |
| 1............. | 0.60748 | 0.52619 | 0.49016 | 0.46673 | 0.44915 | 0.41754 | 0.39545 |
| 2............ | 0.64110 | 0.56321 | 0.52870 | 0.56624 | 0.48940 | 0.45804 | 0.43597 |
| 3............ | 0.67140 | 0.59728 | 0.56444 | 0.54308 | 0.52705 | 0.49626 | 0.47447 |
| 4............ | 0.69892 | 0.62882 | 0.59775 | 0.57755 | 0.56239 | 0.53243 | 0.51112 |
| S............ | 0.72411 | 0.65815 | 0.62893 | 0.60992 | 0.59566 | 0.56675 | 0.54606 |
| 6............ | 0.74729 | 0.68557 | 0.65822 | 0.64043 | 0.62709 | 0.59936 | 0.57943 |
| 7............ | 0.76873 | 0.71127 | 0.68581 | 0.66925 | 0.65683 | 0.63043 | 0.61136 |
| 8............ | 0.78864 | 0.73545 | 0.71188 | 0.69655 | 0.68505 | 0.66007 | 0.64195 |
| 9............ | 0.80722 | 0.75826 | 0.73658 | 0.72247 | 0.71189 | 0.68840 | 0.67129 |
| 10............ | 0.82460 | 0.77985 | 0.76002 | 0.74713 | 0.73745 | 0.71551 | 0.69948 |
| 11................ | 0.84092 | 0.80031 | 0.78231 | 0.77062 | 0.76184 | 0.74149 | 0.72656 |
| 12............ | 0.85628 | 0.81975 | 0.80356 | 0.79303 | 0.78514 | 0.76642 | 0.75264 |
| 13................ | 0.87097 | 0.83910 | 0.82498 | 0.81579 | 0.80890 | 0.79194 | 0.77946 |
| 14................ | 0.88485 | 0.85762 | 0.84556 | 0.83771 | 0.83183 | 0.81666 | 0.80548 |
| 15................ | 0.89749 | 0.87429 | 0.86397 | 0.85722 | 0.85213 | 0.83867 | 0.82866 |
| 16............ | 0.90970 | 0.89036 | 0.88165 | 0.87591 | 0.87154 | 0.85975 | 0.85094 |
| 17............ | 0.92145 | 0.90592 | 0.89870 | 0.89384 | 0.89006 | 0.87993 | 0.87230 |
| 18............ | 0.93272 | 0.92056 | 0.91486 | 0.91087 | 0.90774 | 0.89924 | 0.89278 |
| 19................ | 0.94349 | 0.93459 | 0.93017 | 0.92708 | 0.92461 | 0.91770 | 0.91242 |
| 20............... | 0.95377 | 0.94776 | 0.94468 | 0.94249 | 0.94072 | 0.93538 | 0.93124 |
| 21............ | 0.96400 | 0.96025 | 0.95826 | 0.95683 | 0.95565 | 0.95175 | 0.94863 |
| 22............. | 0.97325 | 0.97096 | 0.96971 | 0.96879 | 0.96802 | 0.96530 | 0.96307 |
| 23............. | 0.98165 | 0.98043 | 0.97973 | 0.97922 | 0.97879 | 0.97706 | 0.97562 |
| 24............ | 0.98883 | 0.98829 | 0.98797 | 0.98773 | 0.98754 | 0.98660 | 0.98578 |

TABLE 259. WEST MODEL VALUES FOR PROMABLLITY OF SURVIVINO FXOM BARTH, $/(x)$. FOH AGES UPTO 15, DCTH SEXES COMINED: SEX ZATLO AT SHRTH OF 1.04

| 4 mat |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | (3) | $1(4)$ | (5) | $1(18)$ | (15) |
|  | 0.60735 | 0.52607 | 0.49006 | 0.46663 | 0.44905 | 0.41746 | 0.39538 |
| 2............ | 0.64098 | 0.56311 | 0.52860 | 0.50615 | 0.48931 | 0.45796 | 0.43591 |
| 3............ | 0.67129 | 0.59718 | 0.56434 | 0.54299 | 0.52696 | 0.49618 | 0.47441 |
| 4............ | 0.69882 | 0.62873 | 0.59766 | 0.57746 | 0.56231 | 0.53236 | 0.51106 |
| \$............ | 0.72401 | 0.65807 | 0.62885 | 0.60984 | 0.59558 | 0.56668 | 0.54600 |
| 6............ | 0.74720 | 0.68548 | 0.65814 | 0.64035 | 0.62701 | 0.59929 | 0.57938 |
| 7............ | 0.76864 | 0.71119 | 0.68574 | 0.66918 | 0.65676 | 0.63036 | 0.61130 |
| 8. | 0.78856 | 0.73538 | 0.71181 | 0.69649 | 0.68499 | 0.66001 | 0.64190 |
| 9............. | 0.80715 | 0.75820 | 0.73652 | 0.72241 | 0.71183 | 0.68834 | 0.67124 |
| 10............ | 0.82454 | 0.77979 | 0.75996 | 0.74706 | 0.73739 | 0.71546 | 0.69942 |
| 11........... | 0.84086 | 0.80025 | 0.78226 | 0.77056 | 0.76178 | 0.74144 | 0.72652 |
| 12........... | 0.85622 | 0.81969 | 0.80351 | 0.79298 | 0.78508 | 0.76637 | 0.75260 |
| 13............ | 0.87092 | 0.83905 | 0.82493 | 0.81575 | 0.80885 | 0.79189 | 0.77943 |
| 14............ | 0.88480 | 0.85757 | 0.84551 | 0.83767 | 0.83178 | 0.81662 | 0.80544 |
| 15............ | 0.89744 | 0.87425 | 0.86393 | 0.85718 | 0.85209 | 0.83862 | 0.82862 |
| 16............... | 0.90966 | 0.89032 | 0.88161 | 0.87587 | 0.87149 | 0.85971 | 0.85089 |
| 17............ | 0.92141 | 0.90588 | 0.89866 | 0.89380 | 0.89002 | 0.87989 | 0.87226 |
| 18........... | 0.93268 | 0.92062 | 0.91483 | 0.91084 | 0.90770 | 0.89920 | 0.89274 |
| 19............ | 0.94346 | 0.93456 | 0.93014 | 0.92704 | 0.92458 | 0.91767 | 0.91238 |
| 20............ | 0.93375 | 0.94773 | 0.94465 | 0.94246 | 0.94068 | 0.93534 | 0.93120 |
| 21............ | 0.96398 | 0.96023 | 0.95824 | 0.95680 | 0.95563 | 0.95172 | 0.94860 |
| 22............ | 0.97323 | 0.97094 | 0.96969 | 0.96876 | 0.96800 | 0.96527 | 0.96304 |
| 23............ | 0.98163 | 0.98941 | 0.97971 | 0.97920 | 0.97877 | 0.97704 | 0.97560 |
| 24............. | 0.98882 | 0.98828 | 0.987\% | 0.98772 | 0.98753 | 0.98659 | 0.98576 |

Table 260. West model values for momablity of surviving fiom dirth. $f(x)$. FOR AGES UPTO 15 , COTH SEXES COMANED: SEX RATHO AT DITH OF 1.05

| Lumb |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | 1(2) | (3) | (10) | I(S) | $410)$ | $1(1)$ |
|  | 0.60722 | 0.525\% | 0.46\%\% | 0.46653 | 0.448\% | 0.41738 | 0.39531 |
| 2............. | 0.64086 | 0.56300 | 0.52850 | 0.50506 | 0.46922 | 0.45788 | 0.43584 |
| 3............ | 0.67118 | 0.59709 | 0.56425 | 0.54290 | 0.52688 | 0.49611 | 0.47434 |
| 4............ | 0.69872 | 0.62864 | 0.59758 | 0.57738 | 0.56223 | 0.53229 | 0.51099 |
| 5............ | 0.72392 | 0.65798 | 0.62876 | 0.60976 | 0.59551 | 0.56661 | 0.54594 |
| 6............ | 0.74711 | 0.68540 | 0.65806 | 0.64027 | 0.62694 | 0.59923 | 0.57932 |
| 7............ | 0.76856 | 0.71111 | 0.68566 | 0.66911 | 0.65669 | 0.63030 | 0.61125 |
| 8. | 0.78849 | 0.73531 | 0.71175 | 0.69642 | 0.68492 | 0.65994 | 0.64184 |
| 9............ | 0.80708 | 0.75813 | 0.73645 | 0.72234 | 0.71176 | 0.68828 | 0.67119 |
| 10............ | 0.82447 | 0.77972 | 0.75989 | 0.74700 | 0.73733 | 0.71540 | 0.69937 |
| 11............ | 0.84000 | 0.80019 | 0.78220 | 0.77050 | 0.76173 | 0.74139 | 0.72647 |
| 12............. | 0.85617 | 0.81963 | 0.80345 | 0.79292 | 0.78503 | 0.76632 | 0.75255 |
| 13............ | 0.87087 | 0.83900 | 0.82489 | 0.81570 | 0.008*1 | 0.79185 | 0.77939 |
| 14............ | 0.88476 | 0.85753 | 0.84547 | 0.83763 | 0.83174 | 0.81658 | 0.80540 |
| 15............ | 0.69740 | 0.87421 | 0.86388 | 0.85713 | 0.85205 | 0.83858 | 0.82857 |
| 16............ | 0.90962 | 0.89028 | 0.88157 | 0.87513 | 0.87145 | 0.85966 | 0.85085 |
| 17........... | 0.92137 | 0.90584 | 0.89862 | 0.89376 | 0.80998 | 0.87985 | 0.87222 |
| 18............ | 0.93265 | 0.92058 | 0.91479 | 0.91080 | 0.90766 | 0.89916 | 0.89270 |
| 19............ | 0.94343 | 0.93453 | 0.93011 | 0.92701 | 0.92454 | 0.91763 | 0.91234 |
| 20............ | 0.95372 | 0.94770 | 0.94462 | 0.94243 | 0.94065 | 0.93531 | 0.93117 |
| 21............ | 0.96395 | 0.96020 | 0.95821 | 0.95678 | 0.95560 | 0.95169 | 0.94856 |
| 22............. | 0.97321 | 0.97092 | 0.96967 | 0.96874 | 0.96798 | 0.96524 | 0.96301 |
| 23............ | 0.98162 | 0.98039 | 0.97970 | 0.97918 | 0.97875 | 0.97702 | 0.97558 |
| 24............. | 0.98881 | 0.98827 | 0.98795 | 0.98771 | 0.98751 | 0.98658 | 0.98575 |

Table 26I. West model values for mobadlity of surviving from birth, $/(x)$. FOR AGES UPTO IS, DOTH SEXES COMMNED: SEX RATIO AT BIRTH OF 1.06

| $\underline{1 m m}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | $1(3)$ | 14) | (5) | (10) | (t 5 ) |
| 1............. | 0.60709 | 0.52585 | 0.48985 | 0.46644 | 0.44887 | 0.41730 | 0.39525 |
| 2........... | 0.64074 | 0.56290 | 0.52841 | 0.50596 | 0.48913 | 0.45780 | 0.43578 |
| 3............. | 0.67107 | 0.59699 | 0.56416 | 0.54281 | 0.52679 | 0.49604 | 0.47428 |
| 4............ | 0.69862 | 0.62854 | 0.59749 | 0.57729 | 0.56215 | 0.53222 | 0.51093 |
| 5............ | 0.72382 | 0.65789 | 0.62868 | 0.60968 | 0.59543 | 0.56654 | 0.54588 |
| 6............ | 0.74702 | 0.68532 | 0.65799 | 0.64020 | 0.62687 | 0.59916 | 0.57926 |
| 7............. | 0.76848 | 0.71103 | 0.68559 | 0.66904 | 0.65662 | 0.63024 | 0.61119 |
| 8............ | 0.7884] | 0.73523 | 0.71168 | 0.69635 | 0.68485 | 0.65988 | 0.64179 |
| 9............ | 0.80701 | 0.75806 | 0.73639 | 0.72228 | 0.71170 | 0.68822 | 0.67113 |
| 10............ | 0.82440 | 0.77\%66 | 0.75983 | 0.74694 | 0.73727 | 0.71534 | 0.69932 |
| \|1............ | 0.84074 | 0.80013 | 0.78214 | 0.77044 | 0.76167 | 0.74133 | 0.72642 |
| 12............. | 0.85611 | 0.81958 | 0.80340 | 0.79287 | 0.78498 | 0.76627 | 0.75250 |
| 13............. | 0.87082 | 0.83895 | 0.82484 | 0.81565 | 0.80877 | 0.79181 | 0.77935 |
| 14............ | 0.88471 | 0.85749 | 0.84543 | 0.83758 | 0.83170 | 0.81653 | 0.80536 |
| 15........... | 0.89736 | 0.87416 | 0.86384 | 0.85709 | 0.85200 | 0.83854 | 0.82853 |
| 16............. | 0.90958 | 0.89024 | 0.88153 | 0.87579 | 0.87141 | 0.85962 | 0.85081 |
| 17............ | 0.92133 | 0.90580 | 0.89858 | 0.89372 | 0.88994 | 0.87981 | 0.87218 |
| 18............ | 0.93262 | 0.92055 | 0.91475 | 0.91076 | 0.90763 | 0.89912 | 0.89266 |
| 19............. | 0.94340 | 0.93449 | 0.93007 | 0.92698 | 0.92451 | 0.91759 | 0.91230 |
| 20............. | 0.95369 | 0.94767 | 0.94459 | 0.94239 | 0.94062 | 0.93527 | 0.93113 |
| 21............ | 0.96393 | 0.96018 | 0.95818 | 0.95675 | 0.95557 | 0.95166 | 0.94853 |
| 22............ | 0.97319 | 0.97090 | 0.96964 | 0.96872 | 0.96796 | 0.96522 | 0.96299 |
| 23............ | 0.98160 | 0.98038 | 0.97968 | 0.97917 | 0.97873 | 0.97701 | 0.97555 |
| 24............ | 0.98880 | 0.98826 | 0.98794 | 0.98770 | 0.98750 | 0.98656 | 0.98573 |

Talle 262. West model yalues for probability of survining from birth. $/(x)$. FOR AOES UP TO IS, DOTH SEXES COMDINED: SEX RATIO AT BIRTH OF 1.07

| Lum |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (12) | 13) | (14) | $t(5)$ | $1(10)$ | (15) |
| 1............. | 0.606\% | 0.52574 | 0.48975 | 0.46634 | 0.44878 | 0.41722 | 0.39518 |
| 2............ | 0.64063 | 0.56280 | 0.52831 | 0.50587 | 0.48905 | 0.45773 | 0.43572 |
| 3............ | 0.6709 | 0.59689 | 0.56407 | 0.54273 | 0.52671 | 0.49596 | 0.47422 |
| 4............ | 0.69852 | 0.62845 | 0.59740 | 0.57721 | 0.56207 | 0.53215 | 0.51087 |
| 5............ | 0.72373 | 0.65781 | 0.62860 | 0.60960 | 0.59535 | 0.56647 | 0.54582 |
| 6............. | 0.74694 | 0.68524 | 0.65791 | 0.64012 | 0.62679 | 0.59910 | 0.57921 |
| 7............. | 0.76840 | 0.71096 | 0.68552 | 0.66897 | 0.65655 | 0.63018 | 0.61114 |
| 8............. | 0.78834 | 0.73516. | 0.71161 | 0.69628 | 0.68479 | 0.65982 | 0.64174 |
| 9............. | 0.80694 | 0.75799 | 0.73632 | 0.72221 | 0.71164 | 0.68817 | 0.67108 |
| 10............ | 0.82434 | 0.77960 | 0.75977 | - 0.74688 | 0.73721 | 0.71529 | 0.69928 |
| 11............ | 0.84068 | 0.80007 | 0.78208 | 0.77039 | 0.76161 | 0.74128 | 0.72637 |
| 12............. | 0.85605 | 0.81952 | 0.80334 | 0.79282 | 0.78493 | 0.76622 | 0.75246 |
| 13............ | 0.87077 | 0.83891 | 0.82479 | 0.81561 | 0.80872 | 0.79177 | 0.77931 |
| 14............ | 0.88467 | 0.85744 | 0.84538 | 0.83754 | 0.83165 | 0.81649 | 0.80532 |
| 15............. | 0.89732 | 0.87412 | 0.86380 | 0.85705 | 0.851\% | 0.83850 | 0.82849 |
| $16 . . . . . . . . . .$. | 0.90954 | 0.89020 | 0.88148 | 0.87575 | 0.87137 | 0.85958 | -0.85077 |
| 17............. | 0.92130 | 0.90576 | 0.89854 | 0.89368 | 0.88990 | 0.87977 | 0.87214 |
| 18............. | 0.93258 | 0.92051 | 0.91472 | 0.91073 | 0.90759 | 0.89909 | 0.89262 |
| 19............ | 0.94337 | 0.93446 | 0.93004 | 0.92694 | 0.92447 | 0.91756 | 0.91227 |
| 20............. | 0.95366 | 0.94764 | 0.94456 | 0.94236 | 0.94059 | 0.93524 | 0.93109 |
| 21............ | 0.96391 | 0.96015 | 0.95816 | 0.95672 | 0.95554 | 0.95163 | 0.94850 |
| 22............ | 0.97317 | 0.97088 | 0.9692 | 0.96870 | 0.96793 | 0.96519 | 0.96296 |
| 23............ | 0.98159 | 0.98036 . | 0.97966 | 0.97915 | 0.97872 | 0.97699 | 0.97553 |
| 24............. | 0.98879 | 0.98825 | 0.98793 | 0.98769 | 0.98749 | 0.98655 | 0.98572 |

## FIVE-YEAR AND TEN-YEAR SURVIVORSHIP PROBABILITIES FROM COALE-DEMENY MODEL LIFE TABLES ${ }^{*}$

Table 263. Female five.year survivorship phobabilities, $s_{x, x+4}$, Nokth model

| 束 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 0............. | 0.74013 | 0.76570 | 0.78829 | 0.80846 | 0.82663 | 0.84313 | 0.85821 | 0.87206 |
| 5............. | 0.90045 | 0.99969 | 0.91794 | 0.92539 | 0.93218 | 0.93839 | 0.94410 | 0.94938 |
| 10............ | 0.93257 | 0.93853 | 0.94388 | 0.94872 | 0.95315 | 0.95720 | 0.96096 | 0.96443 |
| 15............. | 0.92796 | 0.93414 | 0.93969 | 0.94472 | 0.94930 | 0.95351 | 0.95740 | 0.96101 |
| 20............. | 0.91765 | 0.92463 | 0.93090 | 0.93659 | 0.94178 | 0.94655 | 0.95094 | 0.95503 |
| 25............. | 0.90378 | 0.91198 | 0.91936 | 0.92604 | 0.93215 | 0.93776 | 0.94293 | 0.94774 |
| 30............. | 0.88861 | 0.89815 | 0.90673 | 0.91451 | 0.92160 | 0.92811 | 0.93414 | 0.93973 |
| 35............. | 0.87763 | 0.88796 | 0.89725 | 0.90566 | 0.91333 | 0.92036 | 0.92688 | 0.93291 |
| 40............. | 0.87057 | 0.88120 | 0.89073 | 0.89936 | 0.90725 | 0.91450 | 0.92119 | 0.92738 |
| 45............. | 0.85599 | 0.86732 | 0.87752 | 0.88675 | 0.89518 | 0.90293 | 0.91008 | 0.91673 |
| 50............. | 0.81947 | 0.83326 | 0.84566 | 0.85692 | 0.86719 | 0.87667 | 0.8854 | 0.89353 |
| 55............ | 0.75525 | 0.77348 | 0.78988 | 0.80478 | 0.81840 | 0.83095 | 0.84257 | 0.85334 |
| 60............ | 0.66237 | 0.68699 | 0.70755 | 0.72708 | 0.74495 | 0.76141 | 0.77665 | 0.79082 |
| 65............. | 0.53580 | 0.56611 | 0.59356 | 0.61857 | 0.64150 | 0.66270 | 0.68232 | 0.70059 |
| 70............. | 0.38881 | 0.42514 | 0.45796 | 0.48793 | 0.51543 | 0.54078 | 0.56432 | 0.58625 |
| $75+{ }^{4} \ldots \ldots .$. | 0.24668 | 0.26908 | 0.28773 | 0.30411 | 0.31885 | 0.33246 | 0.34540 | 0.35789 |
|  | , | 10 | H | 12 | 13 | 14 | 15 | 16 |
| 0............. | 0.88485 | 0.89670 | 0.90772 | 0.91799 | 0.92878 | 0.93907 | 0.94852 | 0.95700 |
| 5............. | 0.95429 | 0.95886 | 0.96314 | 0.96715 | 0.97125 | 0.97519 | 0.97879 | 0.98206 |
| 10............ | 0.96766 | 0.97068 | 0.97351 | 0.97617 | 0.97860 | 0.98110 | 0.98345 | 0.98567 |
| 15............, | 0.96437 | 0.96751 | 0.97045 | 0.97321 | 0.97558 | 0.97812 | 0.98056 | 0.98288 |
| 20............. | 0.95883 | 0.96239 | 0.96572 | 0.96885 | 0.97148 | 0.97432 | 0.97704 | 0.97966 |
| 25............. | 0.95221 | 0.95639 | 0.96031 | 0.96398 | 0.96714 | 0.97042 | 0.97358 | 0.97662 |
| 30............ | 0.94493 | 0.94979 | 0.95434 | 0.95862 | 0.96235 | 0.96610 | 0.96972 | 0.97321 |
| 35............ | 0.93853 | 0.94378 | 0.94870 | 0.95331 | 0.95727 | 0.96118 | 0.96501 | 0.96872 |
| 40............. | 0.93316 | 0.93855 | 0.94361 | 0.94835 | 0.95235 | 0.95619 | 0.95998 | 0.96371 |
| 45............ | 0.92290 | 0.92869 | 0.93410 | 0.93919 | 0.94345 | 0.94737 | 0.95131 | 0.95523 |
| 50............ | 0.90110 | 0.90819 | 0.91483 | 0.92106 | 0.92638 | 0.93104 | 0.93576 | 0.94049 |
| 55............ | 0.86340 | 0.87279 | 0.88162 | 0.88997 | 0.89706 | 0.90313 | 0.90929 | 0.93550 |
| 60............. | 0.80406 | 0.81644 | 0.82807 | 0.83912 | 0.84825 | 0.85614 | 0.86418 | 0.87233 |
| 65............. | 0.71768 | 0.73370 | 0.74873 | 0.76315 | 0.77468 | 0.78471 | 0.79498 | 0.80549 |
| 70............ | 0.60671 | 0.62589 | 0.64392 | 0.66154 | 0.67498 | 0.68672 | 0.69883 | 0.71127 |
| $75+* \ldots \ldots$ | 0.37009 | 0.38213 | 0.39410 | 0.40636 | 0.41680 | 0.42674 | 0.43725 | 0.44829 |
|  | 17 | 18 | 19 | 20 | $\boldsymbol{H}$ | 22 | 23 | 24 |
| 0.i.......... | 0.96464 | 0.97156 | 0.97785 | 0.98362 | 0.98894 | 0.99401 | 0.99649 | 0.99823 |
| 5............. | 0.98507 | 0.98782 | 0.99035 | 0.99271 | 0.99490 | 0.99701 | 0.99818 | 0.99903 |
| 10............. | 0.98774 | 0.98967 | 0.99149 | 0.99319 | 0.99478 | 0.99631 | 0.99765 | 0.99858 |
| 15............. | 0.98508 | 0.98717 | 0.98914 | 0.99100 | 0.99275 | 0.99444 | 0.99639 | 0.99768 |
| 20............. | 0.98217 | 0.98456 | 0.98681 | 0.98895 | 0.99098 | 0.99292 | 0.99528 | 0.99689 |
| 25............. | 0.97954 | 0.98231 | 0.98494 | 0.98744 | 0.98979 | 0.99207 | 0.99456 | 0.99641 |
| 30............ | 0.97655 | 0.97975 | 0.98278 | 0.98567 | 0.98839 | 0.99103 | 0.99365 | 0.99579 |
| 35............. | 0.97231 | 0.97576 | 0.97907 | 0.98224 | 0.98524 | 0.98816 | 0.99119 | 0.99386 |
| 40............. | 0.96738 | 0.97095 | 0.97440 | 0.97773 | 0.98092 | 0.98400 | 0.98741 | 0.99073 |
| 45............ | 0.95911 | 0.96294 | 0.96668 | 0.97032 | 0.97383 | 0.97725 | 0.98119 | 0.98538 |
| 50............ | 0.94522 | 0.94990 | 0.95451 | 0.95902 | 0.96339 | . 0.96745 | 0.97256 | 0.97815 |
| 55............ | 0.92172 | 0.92793 | 0.93406 | 0.94007 | 0.94592 | 0.95114 | 0.95815 | 0.96597 |
| 60............ | 0.88055 | 0.88879 | 0.89697 | 0.90504 | 0.91294 | 0.92012 | 0.93011 | 0.94154 |
| 65............. | 0.81614 | 0.82686 | 0.83757 | 0.84820 | 0.85865 | 0.86827 | 0.88220 | 0.89855 |
| 70............ | 0.72396 | 0.73682 | 0.74974 | 0.76261 | 0.77536 | 0.78721 | 0.80511 | 0.82668 |
| 75 + * | 0.45980 | 0.47171 | 0.48393 | 0.49633 | 0.50882 | 0.52089 | 0.53681 | 0.55484 |

[^100]Table 264. Female five-year survivorship promablities, $S_{x, x+4}$ SOUTH model

| ${ }_{3}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\bigcirc$ |
| 0............. | 0.73046 | 0.75838 | 0.78287 | 0.80461 | 0.82407 | 0.84166 | 0.85765 | 0.87228 |
| 5............. | 0.92985 | 0.93648 | 0.94245 | 0.94788 | 0.95284 | 0.95741 | 0.96164 | 0.96356 |
| 10............ | 0.94323 | 0.94836 | 0.95297 | 0.95720 | 0.96106 | 0.96465 | 0.96795 | 0.97104 |
| 15............ | 0.92649 | 0.93305 | 0.93895 | 0.94436 | 0.94930 | 0.95386 | 0.95810 | 0.96204 |
| 20............ | 0.91544 | 0.92289 | 0.92965 | 0.93580 | 0.94144 | 0.94663 | 0.95145 | 0.95594 |
| 25............ | 0.91064 | 0.91846 | 0.92555 | 0.93199 | 0.93791 | 0.94336 | 0.94842 | 0.95312 |
| 30............ | 0.90656 | 0.91469 | 0.92200 | 0.92867 | 0.93479 | 0.94044 | 0.94567 | 0.95054 |
| 35............. | 0.90368 | 0.91181 | 0.91915 | 0.92583 | 0.93195 | 0.93760 | 0.94283 | 0.94771 |
| 40............ | 0.90076 | 0.90874 | 0.91599 | 0.92257 | 0.92860 | 0.93416 | 0.93931 | 0.94411 |
| 45............. | 0.88425 | 0.89316 | 0.90122 | 0.90856 | 0.91530 | 0.92154 | 0.92730 | 0.93266 |
| 50............. | 0.84772 | 0.85910 | 0.86940 | 0.87877 | 0.88740 | 0.89535 | 0.90274 | 0.90962 |
| 55............. | 0.77684 | 0.79309 | 0.80780 | 0.82124 | 0.83360 | 0.84503 | 0.85566 | 0.86558 |
| 60............. | 0.66779 | 0.69096 | 0.711\% | 0.73116 | 0.74886 | 0.76523 | 0.78045 | 0.79465 |
| 65............. | 0.52979 | 0.55946 | 0.58651 | 0.61131 | 0.63422 | 0.65542 | 0.67514 | 0.69358 |
| 70............ | 0.36504 | 0.40003 | 0.43189 | 0.46113 | 0.48813 | 0.51319 | 0.53646 | 0.55826 |
| 75+*........ | 0.22194 | 0.24664 | 0.26706 | 0.28474 | 0.30058 | 0.31518 | 0.32887 | 0.34197 |
|  | , | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 0............ | 0.88573 | 0.89862 | 0.91067 | 0.92169 | 0.93178 | 0.94107 | 0.94964 | 0.95758 |
| 5............ | 0.96922 | 0.97293 | 0.97633 | 0.97943 | 0.98228 | 0.98493 | 0.98736 | 0.98963 |
| 10............ | 0.97392 | 0.97648 | 0.97922 | 0.98176 | $0.984!2$ | 0.98629 | 0.98832 | 0.99019 |
| 15............. | 0.96572 | 0.96891 | 0.97244 | 0.97570 | 0.97873 | 0.98153 | 0.98414 | 0.98659 |
| 20............ | 0.96013 | 0.96379 | 0.96774 | 0.97142 | 0.97484 | 0.97803 | 0.98102 | 0.98381 |
| 25............ | 0.95752 | 0.96142 | 0.96546 | 0.96924 | 0.97279 | 0.97612 | 0.97924 | 0.98217 |
| 30............ | 0.95508 | 0.95918 | 0.96325 | 0.96708 | 0.97069 | 0.97411 | 0.97732 | 0.98036 |
| 35............ | 0.95227 | 0.95635 | 0.96032 | 0.96409 | 0.96767 | 0.97108 | 0.97431 | 0.97740 |
| 40............ | 0.94861 | 0.95265 | 0.95642 | 0.96005 | 0.96354 | 0.96688 | 0.97009 | 0.97317 |
| 45............ | 0.93768 | 0.94236 | 0.94644 | 0.95040 | 0.95424 | 0.95795 | 0.96155 | 0.96501 |
| 50........... | 0.91604 | 0.92211 | 0.92724 | 0.93224 | 0.93712 | 0.94187 | 0.94647 | 0.95092 |
| 55............ | 0.87486 | 0.88367 | 0.89101 | 0.89822 | 0.90524 | 0.91210 | 0.91877 | 0.92523 |
| 60............ | 0.80796 | 0.82056 | 0.83100 | 0.84126 | 0.85133 | 0.86118 | 0.87080 | 0.88015 |
| 65............ | 0.71088 | 0.72684 | 0.74031 | 0.75361 | 0.76675 | 0.77969 | 0.79237 | 0.80480 |
| 70............ | 0.57870 | 0.59736 | 0.61297 | 0.62849 | 0.64391 | 0.65919 | 0.67427 | 0.68911 |
| 75+".......... | 0.35468 | 0.36690 | 0.37781 | 0.38909 | 0.40075 | 0.41274 | 0.42502 | 0.43754 |
|  | 17 | 18 | 19 | 20 | 21 | 27 | 23 | 24 |
| $0 . . . . . . . . . .$. | 0.96520 | 0.97244 | 0.97833 | 0.98339 | 0.98772 | 0.99133 | 0.99423 | 0.99647 |
| 5............ | 0.99174 | 0.99369 | 0.99506 | 0.99630 | 0.99734 | 0.99818 | 0.99884 | 0.99933 |
| 10............ | 0.99195 | 0.99362 | 0.99508 | 0.99625 | 0.99725 | 0.99807 | 0.99874 | 0.99925 |
| 15............ | 0.98887 | 0.99103 | 0.99311 | 0.99469 | 0.99606 | 0.99720 | 0.99814 | 0.99886 |
| 20............ | 0.98644 | 0.98892 | 0.99137 | 0.99327 | 0.99492 | 0.99634 | 0.99752 | 0.99844 |
| 25............ | 0.98493 | 0.98756 | 0.99004 | 0.99211 | 0.99395 | 0.99556 | 0.99691 | 0.99802 |
| 30............ | 0.98323 | 0.98597 | 0.98843 | 0.99069 | 0.99273 | 0.99454 | 0.99611 | 0.99742 |
| 35............ | 0.98032 | 0.98311 | 0.98572 | 0.98821 | 0.99052 | 0.99263 | 0.99453 | 0.99619 |
| 40............ | 0.97611 | 0.97894 | 0.98167 | 0.98443 | 0.98706 | 0.98957 | 0.99190 | 0.99405 |
| 45............ | 0.96834 | 0.97148 | 0.97463 | 0.97796 | 0.98122 | 0.98441 | 0.98748 | 0.99040 |
| 50............ | 0.95522 | 0.95925 | 0.96336 | 0.96781 | 0.97223 | 0.97659 | 0.98087 | 0.98503 |
| 55............ | 0.93149 | 0.93729 | 0.94333 | 0.94992 | 0.95651 | 0.96306 | 0.96955 | 0.97592 |
| 60............. | 0.88924 | 0.89768 | 0.90668 | 0.91660 | 0.92661 | 0.93673 | 0.94691 | 0.95708 |
| 65............. | 0.81692 | 0.82858 | 0.84121 | 0.85535 | 0.86994 | 0.88501 | 0.90059 | 0.91668 |
| 70............ | 0.70368 | 0.71791 | 0.73387 | 0.75208 | 0.77130 | 0.79169 | 0.81343 | 0.83677 |
| $754^{2} \ldots . . . .$. | 0.45024 | 0.4629 | 0.47703 | 0.49271 | 0.50913 | 0.52629 | 0.54414 | 0.56265 |

${ }^{2}$ Value listed for age $75+$ is $7(80) / 7(75)$.

Table 26S. Female five.year survivorship momabilittes, $\boldsymbol{S}_{\mathrm{x}, x+4}$ East model

| 年 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | , | 5 | 6 | 7 | 1 |
| 0............. | 0.79507 | 0.81567 | 0.83383 | 0.85005 | 0.86466 | 0.87792 | 0.89003 | 0.90117 |
| 5............ | 0.94279 | 0.94777 | 0.95232 | 0.95648 | 0.96031 | 0.96386 | 0.96717 | 0.97026 |
| 10............ | 0.95268 | 0.95665 | 0.96028 | 0.96360 | 0.96665 | 0.96950 | 0.97216 | 0.97464 |
| 15........... | 0.93782 | 0.94297 | 0.94766 | 0.95196 | 0.95595 | 0.95965 | 0.96309 | 0.96631 |
| 20............ | 0.92339 | 0.92972 | 0.93549 | 0.94080 | 0.94571 | 0.95025 | 0.95450 | 0.95846 |
| 25............ | 0.91272 | 0.91993 | 0.92651 | 0.93255 | 0.93812 | 0.94329 | 0.94811 | 0.95263 |
| 30........... | 0.90462 | 0.91239 | 0.91949 | 0.92599 | 0.93201 | 0.93759 | 0.94279 | 0.94767 |
| 35............ | 0.89886 | 0.90690 | 0.91422 | 0.92094 | 0.92715 | 0.93290 | 0.93828 | 0.94329 |
| 40............ | 0.89328 | 0.90135 | 0.90871 | 0.91545 | 0.92168 | 0.92747 | 0.93286 | 0.93790 |
| 45............ | 0.87467 | 0.88361 | 0.89176 | 0.89925 | 0.90618 | 0.91260 | 0.91859 | 0.92420 |
| 50........... | 0.83061 | 0.84230 | 0.85294 | 0.86274 | 0.87181 | 0.88024 | 0.88809 | 0.89545 |
| 55........... | 0.75735 | 0.77349 | 0.78825 | 0.80181 | 0.81439 | 0.82611 | 0.83702 | 0.84725 |
| 60............ | 0.65404 | 0.67566 | 0.69545 | 0.71368 | 0.73058 | 0.74633 | 0.76104 | 0.77482 |
| 65............ | 0.52734 | 0.55396 | 0.57832 | 0.60087 | 0.62173 | 0.64114 | 0.65931 | 0.67635 |
| 70............ | 0.38606 | 0.41567 | 0.44288 | 0.46806 | 0.49133 | 0.51300 | 0.53331 | 0.55234 |
| $75+{ }^{6} \ldots \ldots$. | 0.24377 | 0.26213 | 0.27814 | 0.29239 | 0.30538 | 0.31755 | 0.32915 | 0.34036 |
|  | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| 0............ | 0.91146 | 0.92099 | 0.93069 | 0.93968 | 0.94783 | 0.95527 | 0.96207 | 0.96832 |
| 5............ | 0.97315 | 0.97587 | 0.97855 | 0.98115 | 0.98356 | 0.98579 | 0.98786 | 0.98978 |
| 10............ | 0.97697 | 0.97916 | 0.98108 | 0.98317 | 0.98513 | 0.98698 | 0.98870 | 0.99032 |
| 15............ | 0.96935 | 0.97220 | 0.97458 | 0.97730 | 0.97985 | 0.98225 | 0.98452 | 0.98664 |
| 20........... | 0.96219 | 0.96570 | 0.96866 | 0.971\% | 0.97508 | 0.97801 | 0.98079 | 0.98340 |
| 25............ | 0.95686 | 0.96084 | 0.96433 | 0.96798 | 0.97145 | 0.97474 | 0.97786 | 0.98081 |
| 30.......... | 0.95223 | 0.95653 | 0.96037 | 0.96418 | 0.96781 | 0.97129 | 0.97462 | 0.97779 |
| 35.......... | 0.94801 | 0.95245 | 0.95643 | 0.96018 | 0.96382 | 0.96734 | 0.97073 | 0.97401 |
| $40 . . . . . . . . . .$. | 0.94262 | 0.94707 | 0.95103 | 0.95463 | 0.95816 | 0.96164 | 0.96503 | 0.96833 |
| 45.......... | 0.92946 | 0.93442 | 0.93877 | 0.94265 | 0.94650 | 0.95031 | 0.95409 | 0.95779 |
| S0........... | 0.90237 | 0.90889 | 0.91464 | 0.91964 | 0.92464 | 0.92962 | 0.93456 | 0.93945 |
| 55......... .. | 0.85687 | 0.86594 | 0.87397 | 0.88084 | 0.88774 | 0.89464 | 0.90151 | 0.90333 |
| 60............ | 0.78778 | 0.80003 | 0.81076 | 0.81989 | 0.82910 | 0.83835 | 0.84761 | 0.85683 |
| 65............. | 0.69237 | 0.70750 | 0.72058 | 0.73162 | 0.74282 | 0.75413 | 0.76553 | 0.77697 |
| 70........... | 0.57025 | 0.58715 | 0.60167 | 0.61370 | 0.62595 | 0.63844 | 0.65110 | 0.66389 |
| $75+4 . . . . .$. | 0.35131 | 0.36213 | 0.37211 | 0.38110 | 0.39056 | 0.40055 | 0.41099 | 0.42190 |
|  | 17 | 18 | 19 | 20 | $\pi$ | 22 | 33 | 24 |
| 0............ | 0.97458 | 0.98040 | 0.98567 | 0.99048 | 0.99372 | 0.99610 | 0.99784 | 0.99897 |
| 5............ | 0.99158 | 0.99325 | 0.99483 | 0.99631 | 0.99741 | 0.99829 | 0.99897 | 0.99946 |
| 10........... | 0.99185 | 0.99327 | 0.99462 | 0.99589 | 0.99710 | 0.99799 | 0.99872 | 0.99929 |
| 15............ | 0.98866 | 0.99054 | 0.99233 | 0.99401 | 0.99575 | 0.99701 | 0.99806 | 0.99889 |
| 20............ | 0.98587 | 0.98820 | 0.99040 | 0.99248 | 0.99456 | 0.99615 | 0.99748 | 0.99853 |
| 25............ | 0.98360 | 0.98626 | 0.98875 | 0.99113 | 0.99338 | 0.99524 | 0.99684 | 0.99811 |
| 30............ | 0.98082 | 0.98370 | 0.98644 | 0.98904 | 0.99147 | 0.99368 | 0.99565 | $0.9972{ }^{\text {d }}$ |
| 35............ | 0.97716 | 0.98018 | 0.98308 | 0.98584 | 0.98847 | 0.99111 | 0.99354 | 0.99569 |
| 40............ | 0.97155 | 0.97467 | 0.97767 | 0.90055 | 0.98348 | 0.98663 | 0.98969 | 0.99260 |
| 45............ | 0.96144 | 0.96499 | 0.96844 | 0.97177 | 0.97535 | 0.97938 | 0.98345 | 0.98749 |
| 50............ | 0.94426 | 0.94897 | 0.95356 | 0.95802 | 0.96288 | 0.96848 | 0.97424 | 0.98008 |
| 55............ | 0.91506 | 0.92168 | 0.92815 | 0.93444 | 0.94139 | 0.94957 | 0.95812 | 0.96693 |
| 60............ | 0.86601 | 0.87506 | 0.88395 | 0.89263 | 0.90251 | 0.91442 | 0.92711 | 0.94060 |
| 65............ | 0.78840 | 0.79974 | 0.81095 | 0.82194 | 0.83498 | 0.85115 | 0.86890 | 0.88845 |
| 70............ | 0.67674 | 0.68958 | 0.70234 | 0.71493 | 0.73038 | 0.75020 | 0.77259 | 0.79819 |
| $75+$ *....... | 0.43321 | 0.44484 | 0.45673 | 0.46880 | 0.48291 | 0.50005 | 0.51893 | 0.53970 |

${ }^{4}$ Value listed for age $75+$ is $7(80) / 7(75)$.

Table 266. Female five-year survivonshif promablitites, s $S_{x, x+4}$ West model

| ${ }^{4}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 5 | 6 | 7 | 8 |
| 0............ | 0.78861 | 0.81044 | 0.82959 | 0.84658 | 0.86180 | 0.87556 | 0.88806 | 0.89951 |
| 5............ | 0.93457 | 0.94051 | 0.94586 | 0.95073 | 0.95518 | 0.95926 | 0.96304 | 0.96656 |
| 10............ | 0.93470 | 0.94053 | 0.94579 | 0.95056 | 0.95493 | 0.95896 | 0.96268 | 0.96615 |
| 15............ | 0.91748 | 0.92473 | 0.93127 | 0.93720 | 0.94264 | 0.94764 | 0.95227 | 0.95658 |
| 20............ | 0.90310 | 0.91154 | 0.91915 | 0.92607 | 0.93240 | 0.93824 | 0.94363 | 0.94864 |
| 25............ | 0.89135 | 0.90077 | 0.90925 | 0.91697 | 0.92404 | 0.93055 | 0.93656 | 0.94216 |
| 30............ | 0.87971 | 0.89005 | 0.89937 | 0.90785 | 0.91561 | 0.92274 | 0.92935 | 0.93549 |
| 35............ | 0.87075 | 0.88166 | 0.89149 | 0.90041 | 0.90857 | 0.91608 | 0.92304 | 0.92949 |
| 40............ | 0.86332 | 0.87440 | 0.88438 | 0.89345 | 0.90175 | 0.90938 | 0.91644 | 0.92300 |
| 45:........... | 0.84179 | 0.85396 | 0.86494 | 0.87494 | 0.88409 | 0.89254 | 0.90034 | 0.90760 |
| 50........... | 0.80191 | 0.81654 | 0.82976 | 0.84176 | 0.85276 | 0.86289 | 0.87227 | 0.88099 |
| 55............ | 0.73818 | 0.75655 | 0.77315 | 0.78825 | 0.80212 | 0.81490 | 0.82677 | 0.83782 |
| $60 . . . . . . . . . . .$. | 0.65292 | 0.67578 | 0.69640 | 0.71519 | 0.73240 | 0.74827 | 0.76299 | 0.77668 |
| 65............ | 0.55399 | 0.57993 | 0.60346 | 0.62488 | 0.64457 | 0.66275 | 0.67962 | 0.69530 |
| 70............ | 0.42652 | 0.45541 | 0.48176 | 0.50566 | 0.52765 | 0.54792 | 0.56675 | 0.58422 |
| 75+4....... | 0.27283 | 0.28802 | 0.30142 | 0.31354 | 0.32477 | 0.33540 | 0.34571 | 0.35576 |
|  | 9 | 10 | " | 12 | 13 | 14 | 15 | 16 |
| 0............ | 0.91004 | 0.91977 | 0.92880 | 0.93721 | 0.94528 | 0.95380 | 0.96125 | 0.96817 |
| S............ | 0.96983 | 0.97289 | 0.97575 | 0.97845 | 0.98100 | 0.98369 | 0.98603 | 0.98822 |
| 10............ | 0.96937 | 0.97240 | 0.97524 | 0.97791 | 0.98042 | 0.98286 | 0.98523 | 0.98744 |
| 15............. | 0.96060 | 0.96435 | 0.96789 | 0.97121 | 0.97431 | 0.97691 | 0.97998 | 0.98285 |
| 20............ | 0.95331 | 0.95769 | 0.96180 | 0.96567 | 0.96927 | 0.97214 | 0.97572 | 0.97908 |
| 25............ | 0.94737 | 0.95226 | 0.95685 | 0.96117 | 0.96518 | 0.96846 | 0.97237 | 0.97605 |
| 30............ | 0.94123 | 0.94659 | 0.95162 | 0.95636 | 0.96077 | 0.96451 | 0.96865 | 0.97258 |
| 35............ | 0.93552 | 0.94117 | 0.94645 | 0.95144 | 0.95608 | 0.96011 | 0.96427 | 0.96829 |
| $40 . . . . . . . . . .$. | 0.92911 | 0.93484 | 0.94023 | 0.94528 | 0.94999 | 0.95406 | 0.95810 | 0.96209 |
| 45............ | 0.91438 | 0.92073 | 0.92669 | 0.93230 | 0.93753 | 0.94201 | 0.94636 | 0.95071 |
| S0............ | 0.88914 | 0.89676 | 0.90392 | 0.91067 | 0.91694 | 0.92230 | 0.92742 | 0.93259 |
| 55............ | 0.84812 | 0.85780 | 0.86689 | 0.87547 | 0.88345 | 0.89019 | 0.89662 | 0.90312 |
| $60 . . . . . . . . . .$. | 0.78945 | 0.80143 | 0.81269 | 0.82330 | 0.83317 | 0.84131 | 0.84916 | 0.85715 |
| 65............ | 0.70999 | 0.72375 | 0.73670 | 0.74891 | 0.76028 | 0.76937 | 0.77830 | 0.78747 |
| $70 . . . . . . . . . .$. | 0.60062 | 0.61594 | 0.63036 | 0.64397 | 0.65662 | 0.66671 | 0.67647 | 0.68656 |
| $75+8 . . . . .$. | 0.36575 | 0.37567 | 0.38561 | 0.39559 | 0.40550 | 0.41439 | 0.42345 | 0.43303 |
|  | 17 | 14 | 19 | 20 | 21 | 22 | 23 | 24 |
| 0............ | 0.97441 | 0.98003 | 0.98514 | 0.98981 | 0.99358 | 0.99605 | 0.99787 | 0.99905 |
| 5............ | 0.99024 | 0.99213 | 0.99388 | 0.99554 | 0.99695 | 0.99800 | 0.99883 | 0.99943 |
| 10............ | 0.98950 | 0.99143 | 0.99323 | 0.99491 | 0.99646 | 0.99764 | 0.99859 | 0.99928 |
| 15............ | 0.98552 | 0.98802 | 0.99036 | 0.99254 | 0.99470 | 0.99648 | 0.99785 | 0.99888 |
| 20............ | 0.98223 | 0.98518 | 0.98794 | 0.99053 | 0.99309 | 0.99538 | 0.99713 | 0.99846 |
| 25............ | 0.97954 | 0.98282 | 0.98589 | 0.98880 | 0.99168 | 0.99425 | 0.99633 | 0.99797 |
| 30............ | 0.97633 | 0.97990 | 0.98328 | 0.98649 | 0.98968 | 0.99253 | 0.99502 | 0.99709 |
| 35............ | 0.97218 | 0.97592 | 0.97951 | 0.98293 | 0.98632 | 0.98960 | 0.99267 | 0.99537 |
| 40............ | 0.96600 | 0.96981 | 0.97352 | 0.91710 | 0.98066 | 0.98449 | 0.98829 | 0.99191 |
| 45............ | 0.95502 | 0.95928 | 0.96347 | 0.96755 | 0.97164 | 0.97639 | 0.98133 | 0.98630 |
| S0............ | 0.93774 | 0.94289 | 0.94796 | 0.95294 | 0.95798 | 0.96412 | 0.97067 | 0.97752 |
| 55............ | 0.90968 | 0.91624 | 0.92276 | 0.92920 | 0.93574 | 0.94402 | 0.95309 | 0.96283 |
| 60............. | 0.86524 | 0.87338 | 0.88151 | 0.88959 | 0.89788 | 0.90885 | 0.92113 | 0.93481 |
| $65 . . . . . . . . . . .$. | 0.79681 | 0.80629 | 0.81583 | 0.82537 | 0.83536 | 0.84926 | 0.86517 | 0.88360 |
| 70............ | 0.69691 | 0.70746 | 0.71815 | 0.72889 | 0.74021 | 0.75670 | 0.77591 | 0.79890 |
| $75+{ }^{*}$. $\ldots$.... | 0.44309 | 0.45357 | 0.46442 | 0.47556 | 0.48730 | 0.50255 | 0.51971 | 0.53919 |

- Value listed for age $75+$ is $7(80) / T(75)$.

TARLE 267. MALE FIVE-YEAR SURVIVORSHIP PROAABLITIES, $S_{x, x+4}$. NORTH mODEL

| 4 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 1 | 6 | 7 | 1 |
| 0............. | 0.72799 | 0.75499 | 0.77876 | 0.79990 | 0.81891 | 0.83613 | 0.85182 | 0.86621 |
| 5............ | 0.90158 | 0.91058 | 0.91863 | 0.92589 | 0.93249 | 0.93853 | 0.94410 | 0.94924 |
| 10............ | 0.93417 | 0.93979 | 0.94481 | 0.94938 | 0.95354 | 0.95736 | 0.96088 | 0.96415 |
| 15............ | 0.92012 | 0.92661 | 0.93244 | 0.93773 | 0.94256 | 0.94700 | 0.95108 | 0.95489 |
| 20............. | 0.90361 | 0.91147 | 0.91853 | 0.92492 | 0.93074 | 0.93611 | 0.94105 | 0.94563 |
| 25............ | 0.89750 | 0.90587 | 0.91339 | 0.92023 | 0.92645 | 0.93217 | 0.93745 | 0.94235 |
| 30............ | 0.88677 | 0.89604 | 0.90438 | 0.91193 | 0.91884 | 0.92518 | 0.93103 | 0.93647 |
| 35............. | 0.86761 | 0.87849 | 0.88824 | 0.89707 | 0.90515 | 0.91257 | 0.91943 | 0.92579 |
| $40 . . . .1 . . . . .$. | 0.84280 | 0.85560 | 0.86706 | 0.87748 | 0.88700 | 0.89574 | 0.90381 | 0.91130 |
| 45............ | 0.81466 | 0.82920 | 0.84230 | 0.85415 | 0.86497 | 0.87493 | 0.88412 | 0.89264 |
| S0............ | 0.77372 | 0.79078 | 0.80616 | 0.82008 | 0.83281 | 0.84453 | 0.85535 | 0.86541 |
| 35............. | 0.71175 | 0.73261 | 0.75137 | 0.76842 | 0.78400 | 0.79833 | 0.81160 | 0.82393 |
| 60............. | 0.62557 | 0.65080 | 0.67358 | 0.69432 | 0.71327 | 0.73073 | 0.74692 | 0.76194 |
| 65............ | 0.49806 | 0.52936 | 0.55777 | 0.58365 | 0.60750 | 0.62948 | 0.64986 | 0.66885 |
| 70............ | 0.33801 | 0.37613 | 0.41063 | 0.44216 | 0.47122 | 0.49802 | 0.52291 | 0.54611 |
| 75+"....... | 0.20705 | 0.23539 | 0.25795 | 0.27703 | 0.29353 | 0.30827 | 0.32187 | 0.33465 |
|  | و | 10 | II | 12 | 13 | 14 | 13 | 16 |
| 0............. | 0.87948 | 0.89175 | 0.90315 | 0.91376 | 0.92480 | 0.93470 | 0.94381 | 0.95239 |
| 3............ | 0.95402 | 0.95847 | 0.96264 | 0.96654 | 0.97038 | 0.97392 | 0.97724 | 0.98036 |
| 10............ | 0.96720 | 0.97005 | 0.97271 | 0.97521 | 0.97744 | 0.97958 | 0.98166 | 0.98368 |
| 15............ | 0.95843 | 0.96174 | 0.96485 | 0.96776 | 0.97019 | 0.97264 | 0.97507 | 0.97744 |
| 29............ | 0.94991 | 0.95390 | 0.95765 | 0.96115 | 0.96406 | 0.96704 | 0.96997 | 0.97284 |
| 25............ | 0.94691 | 0.95116 | 0.95516 | 0.95891 | 0.96200 | 0.96515 | 0.96826 | 0.97130 |
| 30............ | 0.94153 | 0.94626 | 0.95068 | 0.95484 | 0.95831 | 0.96174 | 0.96513 | 0.96846 |
| 35............ | 0.93171 | 0.93725 | 0.94245 | 0.94732 | 0.95146 | 0.95539 | 0.95927 | 0.96311 |
| 40............ | 0.91828 | 0.92480 | 0.93093 | 0.93667 | 0.94171 | 0.94617 | 0.95061 | 0.95502 |
| 45............ | 0.90059 | 0.90801 | 0.91497 | 0.92156 | 0.92727 | 0.93213 | 0.93704 | 0.94195 |
| 50............ | 0.87478 | 0.88355 | 0.89177 | 0.89980 | 0.90633 | 0.91193 | 0.91761 | 0.92334 |
| 55........... | 0.83540 | 0.84615 | 0.85623 | 0.86620 | 0.87403 | 0.88078 | 0.88756 | 0.89461 |
| 60........... | 0.775\% | 0.78909 | 0.80144 | 0.81349 | 0.82289 | 0.83102 | 0.83936 | 0.84789 |
| 65............ | 0.68664 | 0.70329 | 0.71896 | 0.73429 | 0.74606 | 0.75634 | 0.76700 | 0.77776 |
| 70............ | 0.56783 | 0.58818 | 0.60728 | 0.62615 | 0.64028 | 0.65266 | 0.66545 | 0.67862 |
| 75+ ${ }^{*}$....... | 0.34691 | 0.35884 | 0.37056 | 0.38264 | 0.39264 | 0.40199 | 0.41198 | 0.42261 |
|  | 17 | 18 | 19 | 20 | 4 | 22 | 23 | 24 |
| 0............ | 0.96030 | 0.96756 | 0.97425 | 0.98044 | 0.98620 | 0.99164 | 0.99471 | 0.99710 |
| 5............. | 0.98328 | 0.98603 | 0.98860 | 0.99101 | 0.99328 | 0.99538 | 0.99685 | 0.99810 |
| 10............ | 0.98561 | 0.98747 | 0.98924 | 0.99093 | 0.99253 | 0.99406 | 0.99564 | 0.99698 |
| 15............ | 0.97976 | 0.98200 | 0.98417 | 0.98625 | 0.98823 | 0.99016 | 0.99273 | 0.99475 |
| 20........... | 0.97564 | 0.97835 | 0.98096 | 0.98347 | 0.98586 | 0.98818 | 0.99132 | 0.99375 |
| 25............ | 0.97427 | 0.97714 | 0.97992 | 0.98258 | 0.98512 | 0.98759 | 0.99075 | 0.99333 |
| 30............ | 0.97171 | 0.97487 | 0.97792 | 0.98085 | 0.98365 | 0.98639 | 0.98957 | 0.99243 |
| 35............ | 0.96686 | 0.97052 | 0.97407 | 0.97748 | 0.98075 | 0.98392 | 0.98733 | 0.99070 |
| 40........... | 0.95936 | 0.96362 | 0.96777 | 0.97178 | 0.97565 | 0.97912 | 0.98312 | 0.98730 |
| 45............ | 0.94683 | 0.95165 | 0.95639 | 0.96102 | 0.96549 | 0.96930 | 0.97430 | 0.97973 |
| 50........... | 0.92908 | 0.93479 | 0.94044 | 0.94599 | 0.95139 | 0.95592 | 0.96230 | 0.96941 |
| 35............. | 0.90164 | 0.90867 | 0.91564 | 0.92251 | 0.92924 | 0.93492 | 0.94323 | 0.95269 |
|  | 0.85652 | 0.86520 | 0.87387 | 0.88246 | 0.89090 | 0.89830 | 0.90936 | 0.92230 |
| 65............ | 0.78879 | 0.79995 | 0.81114 | 0.82228 | 0.83326 | 0.84309 | 0.85808 | 0.87594 |
| 70. | 0.69208 | 0.70574 | 0.71949 | 0.73320 | 0.74681 | 0.75922 | 0.77851 | 0.80190 |
| $75+$ *....... | 0.43383 | 0.44559 | 0.45780 | 0.47035 | 0.48313 | 0.49526 | 0.51240 | 0.53242 |

${ }^{-}$Value Eisted for age $75+$ is $T(80) / T(75)$.

Table 268. Male five.year survivorship probabitities, $S_{x, x+4}$, SOUTh model.

| ${ }_{\text {Age }}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | - | , | 8 |
| 0............. | 0.74480 | 0.77054 | 0.79314 | 0.81319 | 0.83117 | 0.84739 | 0.86216 | 0.87567 |
| \$............. | 0.93998 | 0.94540 | 0.95028 | 0.95471 | 0.95876 | 0.96250 | 0.96595 | 0.96915 |
| 10............ | 0.95242 | 0.95649 | 0.96015 | 0.96350 | 0.96656 | 0.96939 | 0.97202 | 0.97446 |
| 15............ | 0.92878 | 0.93481 | 0.94027 | 0.94524 | 0.94981 | 0.95402 | 0.95793 | 0.96156 |
| 20............ | 0.91397 | 0.92128 | 0.92790 | 0.93392 | 0.93945 | 0.94455 | 0.94926 | 0.95366 |
| 25............ | 0.91454 | 0.92167 | 0.92809 | 0.93395 | 0.93931 | 0.94427 | 0.94885 | 0.95313 |
| 30............ | 0.91145 | 0.91858 | 0.92499 | 0.93086 | 0.93623 | 0.94118 | 0.94578 | 0.95005 |
| 35........... | 0.89969 | 0.90751 | 0.91459 | 0.92103 | 0.92695 | 0.93240 | 0.93745 | 0.94216 |
| 40............ | 0.88330 | 0.89199 | 0.89984 | 0.90699 | 0.91354 | 0.91959 | 0.92520 | 0.93043 |
| 45............ | 0.86009 | 0.86983 | 0.87865 | 0.88669 | 0.89405 | 0.90086 | 0.90716 | 0.91304 |
| 50............ | 0.82286 | 0.83437 | 0.84480 | 0.85431 | 0.86305 | 0.87111 | 0.87858 | 0.88555 |
| \$5............ | 0.76024 | 0.77501 | 0.78838 | 0.80060 | 0.81185 | 0.82221 | 0.83183 | 0.84080 |
| 60............ | 0.66690 | 0.68640 | 0.70406 | 0.72019 | 0.73502 | 0.74875 | 0.76151 | 0.77341 |
| 65............ | 0.54325 | 0.56750 | 0.58956 | 0.60969 | 0.62826 | 0.64544 | 0.66145 | 0.67637 |
| 70............ | 0.39159 | 0.41948 | 0.44475 | 0.46792 | 0.48921 | 0.50896 | 0.52727 | 0.54438 |
|  | 0.24354 | 0.26106 | 0.27599 | 0.28932 | 0.30131 | 0.31253 | 0.32304 | 0.33311 |
|  | 9 | 10 | " | 12 | 13 | 14 | 13 | 16 |
| 0............ | 0.88810 | 0.89911 | 0.91062 | 0.92117 | 0.93083 | 0.93972 | 0.9479] | 0.95551 |
| 5............ | 0.97215 | 0.97512 | 0.97785 | 0.98038 | 0.98274 | 0.98495 | 0.98701 | 0.98894 |
| 10............. | 0.97674 | 0.97878 | 0.98085 | 0.98278 | 0.98462 | 0.98635 | 0.98799 | 0.98953 |
| 15............ | 0.96497 | 0.96786 | 0.97092 | 0.97393 | 0.97677 | 0.97942 | 0.98192 | 0.98427 |
| 20............ | 0.95776 | 0.96124 | 0.96493 | 0.96857 | 0.97196 | 0.97516 | 0.97817 | 0.98100 |
| 25............ | 0.95710 | 0.96048 | 0.96396 | 0.96743 | 0.97070 | 0.97381 | 0.97674 | 0.97951 |
| 30........... | 0.95406 | 0.95743 | 0.96071 | 0.96419 | 0.96751 | 0.97065 | 0.97365 | 0.97649 |
| 35. ............ | 0.94657 | 0.95029 | 0.95383 | 0.95760 | 0.96121 | 0.96466 | 0.96796 | 0.97112 |
| 40............ | 0.93530 | 0.93943 | 0.94334 | 0.94739 | 0.95131 | 0.95512 | 0.95877 | 0.96229 |
| 45............ | 0.91853 | 0.92325 | 0.92766 | 0.93206 | 0.93637 | 0.94057 | 0.94465 | 0.94861 |
| 50............ | 0.89207 | 0.89773 | 0.90289 | 0.90800 | 0.91302 | 0.91793 | 0.92275 | 0.92744 |
| 55............. | 0.84922 | 0.85647 | 0.86307 | 0.86961 | 0.87606 | 0.88240 | 0.88865 | 0.89475 |
| 60............ | 0.78453 | 0.79406 | 0.80279 | 0.81143 | 0.82000 | 0.82846 | 0.83680 | 0.84497 |
| 65............ | 0.69036 | 0.70224 | 0.71303 | 0.72388 | 0.73467 | 0.74537 | 0.75594 | 0.76634 |
| 70............ | 0.56044 | 0.57404 | 0.58619 | 0.59850 | 0.61077 | 0.62300 | 0.63513 | 0.64711 |
| $75+^{*}$........ | 0.34286 | 0.35153 | 0.35975 | 0.36834 | 0.37721 | 0.38637 | 0.39579 | 0.40545 |
|  | 17 | 18 | 19 | 20 | 4 | 22 | 23 | 24 |
| 0............ | 0.96255 | 0.96929 | 0.97668 | 0.98193 | 0.98648 | 0.99034 | 0.99350 | 0.99597 |
| 5............ | 0.99075 | 0.99247 | 0.99406 | 0.99534 | 0.99646 | 0.99742 | 0.99822 | 0.99886 |
| 10............ | 0.99100 | 0.99240 | 0.9938 | 0.99500 | 0.99608 | 0.99703 | 0.99787 | 0.99858 |
| 15............ | 0.98648 | 0.98858 | 0.99100 | 0.99281 | 0.99442 | 0.99585 | 0.99706 | 0.99808 |
| 20............ | 0.98366 | 0.98619 | 0.98907 | 0.99126 | 0.99321 | 0.99493 | 0.99640 | 0.99763 |
| 25............ | 0.98213 | 0.98464 | 0.98749 | 0.98980 | 0.99188 | 0.99376 | 0.99544 | 0.99688 |
| 30............ | 0.97920 | 0.98178 | 0.98496 | 0.98752 | 0.98988 | 0.99206 | 0.99404 | 0.99580 |
| 35............ | 0.97413 | 0.97702 | 0.98059 | 0.98356 | 0.98639 | 0.98905 | 0.99154 | 0.99380 |
| 40............ | 0.96566 | 0.96892 | 0.97291 | 0.97647 | 0.97994 | 0.98334 | 0.98661 | 0.98972 |
| 45............ | 0.95243 | 0.95615 | 0.96061 | 0.96491 | 0.96922 | 0.97357 | 0.97791 | 0.98223 |
| 50............ | 0.93202 | 0.93648 | 0.94172 | 0.94711 | 0.95265 | 0.95834 | 0.96419 | 0.97020 |
| \$5............. | 0.90073 | 0.90658 | 0.91344 | 0.92070 | 0.92825 | 0.93609 | 0.94428 | 0.95282 |
| 60........... | 0.85296 | 0.86083 | 0.87032 | 0.88032 | 0.89078 | 0.90178 | 0.91336 | 0.92560 |
| 65............ | 0.77656 | 0.78664 | 0.79924 | 0.81260 | 0.82669 | 0.84171 | 0.85779 | 0.87514 |
| 70............ | 0.65893 | 0.67063 | 0.68553 | 0.70174 | 0.71906 | 0.73784 | 0.75841 | 0.78118 |
| $75+4 . . . . .$. | 0.41529 | 0.42538 | 0.43832 | 0.45209 | 0.46693 | 0.48303 | 0.50054 | 0.51962 |

${ }^{2}$ Value listed for age $75+$ is $7(80) / 7(75)$.

Table 269. Male five-yean sukvivorship phomabilities, $S_{x, x+4}$ East modil

| A |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | , | 5 | 6 | 7 | 1 |
| 0............ | 0.78453 | 0.80717 | 0.82685 | 0.84420 | 0.85969 | 0.87364 | 0.88630 | 0.89788 |
| 5............ | 0.94851 | 0.95289 | 0.95687 | 0.96051 | 0.96387 | 0.96698 | 0.96987 | 0.97258 |
| 10............. | 0.95982 | 0.96295 | 0.96581 | 0.96844 | 0.97085 | 0.97310 | 0.97520 | 0.97715 |
| 15............ | 0.94076 | 0.94530 | 0.94943 | 0.95324 | 0.95676 | 0.96002 | 0.96306 | 0.96559 |
| 20............ | 0.92848 | 0.93399 | 0.93902 | 0.94364 | 0.94791 | 0.95187 | 0.95556 | 0.95901 |
| 25............ | 0.92330 | 0.92925 | 0.93467 | 0.93964 | 0.94424 | 0.94851 | 0.95248 | 0.95620 |
| 30............ | 0.91007 | 0.91703 | 0.92339 | 0.92922 | 0.93461 | 0.93960 | 0.94428 | 0.94864 |
| 35............ | 0.89056 | 0.89887 | 0.90649 | 0.91347 | 0.91992 | 0.92590 | 0.93149 | 0.93671 |
| 40............ | 0.86849 | 0.87806 | 0.88676 | 0.89476 | 0.90216 | 0.90902 | 0.91540 | 0.92139 |
| 45............. | 0.84312 | 0.85361 | 0.86313 | 0.87189 | 0.87996 | 0.88749 | 0.89448 | 0.90102 |
| \$0............ | 0.80825 | 0.81970 | 0.83015 | 0.83977 | 0.84862 | 0.85686 | 0.86454 | 0.87171 |
| 55............ | 0.75471 | 0.76789 | 0.78000 | 0.79110 | 0.80137 | 0.8109] | 0.81980 | 0.82815 |
| 60............ | 0.67179 | 0.68800 | 0.70285 | 0.71649 | 0.72913 | 0.74089 | 0.75186 | 0.76216 |
| 65............ | 0.55932 | 0.57896 | 0.59693 | 0.61348 | 0.62878 | 0.64300 | 0.65630 | 0.66877 |
| 70............ | 0.42603 | 0.44796 | 0.46815 | 0.48666 | 0.50378 | 0.51976 | 0.53471 | 0.5487! |
| $75+^{2} \ldots \ldots$ | 0.266\% | 0.27948 | 0.29070 | 0.30090 | 0.31034 | 0.31932 | 0.32795 | 0.33629 |
|  | 9 | 10 | H | 12 | 13 | 14 | 13 | 16 |
| 0............ | 0.90852 | 0.91835 | 0.92840 | 0.93728 | 0.94541 | 0.95288 | 0.95976 | 0.96612 |
| 5............ | 0.97511 | 0.97748 | 0.97985 | 0.98195 | 0.98394 | 0.98582 | 0.98760 | 0.98931 |
| 10........... | 0.97899 | 0.98072 | 0.98221 | 0.98367 | 0.98511 | 0.98649 | 0.98783 | 0.98913 |
| 15............ | 0.96857 | 0.97109 | 0.97328 | 0.97538 | 0.97745 | 0.97945 | 0.98140 | 0.98329 |
| 20........... | 0.96224 | 0.96530 | 0.96800 | 0.97054 | 0.97302 | 0.97543 | 0.97778 | 0.98006 |
| 25............ | 0.95968 | 0.96297 | 0.96592 | 0.96863 | 0.97128 | 0.97387 | 0.97638 | 0.97883 |
| 30........... | 0.95273 | 0.95659 | 0.96012 | 0.96328 | 0.96637 | 0.96939 | 0.97232 | 0.97518 |
| 35............ | 0.94161 | 0.94624 | 0.95050 | 0.95421 | 0.95786 | 0.96143 | 0.96493 | 0.96834 |
| 40........... | 0.92702 | 0.93230 | 0.93716 | 0.94127 | 0.94535 | 0.94938 | 0.95337 | 0.95728 |
| 45............ | 0.90718 | 0.91296 | 0.91822 | 0.92254 | 0.92688 | 0.93122 | 0.93553 | 0.93983 |
| \$0............ | 0.87846 | 0.88481 | 0.89055 | 0.89514 | 0.89978 | 0.90447 | 0.90918 | 0.91389 |
| 55............ | 0.8359 | 0.84334 | 0.84992 | 0.85515 | 0.86046 | 0.86586 | 0.87132 | 0.87682 |
| 60............ | 0.77181 | 0.78093 | 0.78890 | 0.79532 | 0.80187 | 0.80854 | 0.81530 | 0.82214 |
| 65............ | 0.68049 | 0.69154 | 0.70102 | 0.70874 | 0.71664 | 0.72472 | 0.73293 | 0.74124 |
| 70............ | 0.56188 | 0.57430 | 0.58486 | 0.59344 | 0.60226 | 0.61130 | 0.62054 | 0.62993 |
| $75+^{8}$....... | 0.34443 | 0.35248 | 0.35989 | 0.36634 | 0.37316 | 0.38035 | 0.38792 | 0.39584 |
|  | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| 0............. | 0.97201 | 0.97780 | 0.98343 | 0.98856 | 0.99205 | 0.99491 | 0.99704 | 0.99851 |
| 5............ | 0.99091 | 0.99243 | 0.99386 | 0.99523 | 0.99628 | 0.99730 | 0.99818 | 0.99889 |
| 10........... | 0.99038 | 0.99158 | 0.99273 | 0.99383 | 0.99498 | 0.99608 | 0.99711 | 0.99804 |
| 15........... | 0.98512 | 0.98689 | 0.98858 | 0.99020 | 0.99199 | 0.99368 | 0.99527 | 0.99674 |
| 20. | 0.98226 | 0.98438 | 0.98642 | 0.98837 | 0.99045 | 0.99246 | 0.99438 | 0.99613 |
| 25............ | 0.98119 | 0.98346 | 0.98565 | 0.98775 | 0.98985 | 0.99200 | 0.99404 | 0.99590 |
| 30............ | 0.97794 | 0.98061 | 0.98318 | 0.98563 | 0.98802 | 0.99053 | 0.99292 | 0.99511 |
| 35............ | 0.97165 | 0.97486 | 0.97796 | 0.98094 | 0.98381 | 0.98699 | 0.99006 | 0.99294 |
| 40............ | 0.96111 | 0.96484 | 0.96846 | 0.97197 | 0.97552 | 0.97962 | 0.98374 | 0.98779 |
| 45............ | 0.94407 | 0.94824 | 0.95232 | 0.95629 | 0.96057 | 0.96577 | 0.97123 | 0.97693 |
| 50........... | 0.91861 | 0.92326 | 0.92786 | 0.93236 | 0.93744 | 0.94390 | 0.95094 | 0.95863 |
| 55............ | 0.88233 | 0.88782 | 0.89326 | 0.89861 | 0.90486 | 0.91299 | 0.92205 | 0.93224 |
| 60............ | 0.82901 | 0.83589 | 0.84271 | 0.84945 | 0.85756 | 0.86816 | 0.88015 | 0.89388 |
| 65............ | 0.74963 | 0.75804 | 0.76642 | 0.77471 | 0.78501 | 0.79851 | 0.81398 | 0.83197 |
| $70 . . . . . . . . . .$. | 0.63942 | 0.64898 | 0.65852 | 0.66801 | 0.68010 | 0.69608 | 0.71469 | 0.73674 |
| $75+{ }^{4}$....... | 0.40410 | 0.41266 | 0.42146 | 0.43048 | 0.44135 | 0.45333 | 0.47144 | 0.49020 |

[^101]Table 270. Male five.year survivorship paomadilties. s $S_{x, x+*}$ West model

| 4 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | 2 | 3 | 4 | 5 | 6 | 7 | $\theta$ |
| O............ | 0.78598 | 0.80839 | 0.82791 | 0.84514 | 0.86050 | 0.87431 | 0.88685 | 0.89827 |
| 5............ | 0.94170 | 0.94685 | 0.95148 | 0.95568 | 0.95953 | 0.96306 | 0.96633 | 0.96937 |
| 10............: | 0.94345 | 0.94829 | 0.95266 | 0.95662 | 0.96024 | 0.96359 | 0.96667 | 0.96956 |
| 15............ | 0.92179 | 0.92836 | 0.93432 | 0.93971 | 0.94466 | 0.94921 | 0.95343 | 0.95735 |
| 20............. | 0.90238 | 0.91067 | 0.91815 | 0.92495 | 0.93117 | 0.93690 | 0.94220 | 0.94712 |
| 25............ | 0.88887 | 0.89838 | 0.90695 | 0.91475 | 0.92187 | 0.92844 | 0.93452 | 0.94017 |
| 30............. | 0.87123 | 0.88219 | 0.89209 | 0.90108 | 0.90932 | 0.91690 | 0.92391 | 0.93044 |
| 35............. | 0.84849 | 0.86118 | 0.87261 | 0.88302 | 0.89255 | 0.90132 | 0.90944 | 0.91699 |
| 40............ | 0.82417 | 0.83840 | 0.85122 | 0.86287 | 0.87355 | 0.88336 | 0.89246 | 0.90090 |
| 45............ | 0.79284 | 0.80869 | 0.82297 | 0.83595 | 0.84784 | 0.85880 | 0.86894 | 0.87838 |
| 50............. | 0.75188 | 0.76954 | 0.78552 | 0.80001 | 0.81329 | 0.82552 | 0.83684 | 0.84736 |
| \$5............. | 0.69526 | 0.71503 | 0.73291 | 0.74918 | 0.76410 | 0.77785 | 0.79061 | 0.80246 |
| 60............ | 0.61357 | 0.63658 | 0.65732 | 0.67622 | 0.69354 | 0.70951 | 0.72431 | 0.73809 |
| 65............. | 0.51773 | 0.54303 | 0.56594 | 0.58676 | 0.60585 | 0.62347 | 0.63983 | 0.65504 |
| 70............ | 0.39621 | 0.42347 | 0.44803 | 0.47062 | 0.49123 | 0.51025 | 0.52797 | 0.54445 |
| $75+^{*} \ldots . . .$. | 0.25310 | 0.26885 | 0.28214 | 0.29420 | 0.30500 | 0.31498 | 0.32449 | 0.33364 |
|  | , | 10 | H | 12 | 13 | 14 | 3 | 16 |
| On........... | 0.90877 | 0.91845 | 0.92741 | 0.93573 | 0.94494 | 0.95280 | 0.95942 | 0.96561 |
| 5............. | 0.97219 | 0.97484 | 0.97732 | 0.97966 | 0.98222 | 0.98435 | 0.98620 | 0.98799 |
| 10............ | 0.97223 | 0.97474 | 0.97710 | 0.97932 | 0.98161 | 0.98360 | 0.98535 | 0.98706 |
| 15............. | 0.96100 | 0.96442 | 0.96765 | 0.97067 | 0.97353 | 0.97626 | 0.97869 | 0.98107 |
| 20............. | 0.95172 | 0.95602 | 0.96006 | 0.96386 | 0.96740 | 0.97083 | 0.97392 | 0.97692 |
| 25............. | 0.94544 | 0.95038 | 0.95501 | 0.95938 | 0.96343 | 0.96738 | 0.97094 | 0.97438 |
| 30............. | 0.93652 | 0.94222 | 0.94758 | 0.95261 | 0.95730 | 0.96183 | 0.96591 | 0.96987 |
| 35............. | 0.92403 | 0.93064 | 0.93684 | 0.94267 | 0.94815 | 0.95328 | 0.95793 | 0.96246 |
| 40............. | 0.90878 | 0.91616 | 0.92309 | 0.92962 | 0.93584 | 0.94140 | 0.94643 | 0.95141 |
| 45............. | 0.88719 | 0.89544 | 0.90319 | 0.91048 | 0.91761 | 0.92358 | 0.92903 | 0.93452 |
| \$0............. | 0.85718 | 0.86638 | 0.87500 | 0.88313 | 0.89119 | 0.89760 | 0.90354 | 0.90956 |
| 55............. | 0.81355 | 0.82394 | 0.83370 | 0.84289 | 0.85193 | 0.85904 | 0.86569 | 0.87248 |
| 60............. | 0.75097 | 0.76301 | 0.77434 | 0.78501 | 0.79540 | 0.80353 | 0.81117 | 0.81902 |
| 65............. | 0.66984 | 0.68256 | 0.69510 | 0.70691 | 0.71827 | 0.72714 | 0.73552 | 0.74417 |
| 70............. | 0.55983 | 0.57427 | 0.58786 | 0.60069 | 0.61291 | 0.62244 | 0.63147 | 0.64085 |
| $75+^{\text {a }}$........ | 0.34255 | 0.35131 | 0.36002 | 0.36872 | 0.37769 | 0.38544 | 0.39303 | 0.40117 |
|  | 17 | 18 | 19 | 20 | 21 | 32 | 23 | 24 |
| 0............. | 0.97174 | 0.97737 | 0.98257 | 0.98738 | 0.99139 | 0.99433 | 0.99665 | 0.99831 |
| 5............. | 0.9\%\%69 | 0.99132 | 0.99289 | 0.99437 | 0.99570 | 0.99688 | 0.99794 | 0.99880 |
| 10............ | 0.98872 | 0.99031 | 0.99184 | 0.99331 | 0.99467 | 0.99598 | 0.99720 | 0.99825 |
| 15............ | 0.98338 | 0.98561 | 0.98775 | 0.98982 | 0.99181 | 0.99375 | 0.99557 | 0.99720 |
| 20............ | 0.97982 | 0.98262 | 0.98531 | 0.98787 | 0.99033 | 0.99269 | 0.99490 | 0.99682 |
| 25............. | 0.97770 | 0.98089 | 0.98395 | 0.986\%7 | 0.98958 | 0.99220 | 0.99462 | 0.99670 |
| 30............. | 0.97370 | 0.97739 | 0.98093 | 0.98432 | 0.98743 | 0.99053 | 0.99340 | 0.99590 |
| 35.m.n........ | 0.96588 | 0.97117 | 0.97531 | 0.97929 | 0.98292 | 0.98677 | 0.99046 | 0.99379 |
| 40............ | 0.95632 | 0.96114 | 0.96582 | 0.97038 | 0.97458 | 0.97941 | 0.98427 | 0.988\% |
| 45............. | 0.93998 | 0.94541 | 0.95075 | 0.95599 | 0.960\% | 0.96700 | 0.97344 | 0.98004 |
| \$0............. | 0.91563 | 0.92170 | 0.92774 | 0.93371 | 0.93948 | 0.94703 | 0.95530 | 0.96425 |
| \$5............. | 0.87938 | 0.88634 | 0.89332 | 0.90025 | 0.90724 | 0.91664 | 0.92728 | 0.93927 |
| 60............ | 0.82702 | 0.83514 | 0.84333 | 0.85150 | 0.85990 | 0.87150 | 0.88493 | 0.90051 |
| 65,n.on+...... | 0.75305 | 0.76211 | 0.77127 | 0.78047 | 0.79012 | 0.80383 | 0.82002 | 0.83932 |
| 70............. | 0.65050 | 0.66039 | 0.67044 | 0.60059 | 0.69132 | 0.70703 | 0.72585 | 0.74882 |
| $75+2 \ldots$ | 0.40982 | 0.41897 | 0.42857 | 0.43857 | 0.44915 | 0.46356 | 0.48054 | 0.50071 |

a value listed for age $75+$ is $7(80) / T(75)$.

TALLE 27!. FEMALE 10 -YEAR SURVIVORSHIP PROABELLTIES, $10^{5} S_{x, 1+4}$ NORTH mODEL

| $\int_{x}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t$ | 2 | 3 | 4 | 5 | 6 | 7 | 1 |
|  | 0.66645 | 0.69655 | 0.72360 | 0.74815 | 0.77057 | 0.79119 | 0.81023 | 0.82791 |
| S............. | 0.83974 | 0.85377 | 0.86642 | 0.87794 | 0.88850 | 0.89823 | 0.90724 | 0.91561 |
| 10............ | 0.86539 | 0.87672 | 0.88695 | 0.89627 | 0.90482 | 0.91270 | 0.92002 | 0.92682 |
| 15............. | 0.85154 | 0.86374 | 0.87476 | 0.88481 | 0.89403 | 0.90254 | 0.91043 | 0.91779 |
| 20............ | 0.82936 | 0.84324 | 0.85583 | 0.86732 | 0.87788 | 0.88764 | 0.89668 | 0.90512 |
| 25............. | 0.80311 | 0.81910 | 0.83361 | 0.84687 | 0.85907 | 0.87034 | 0.88083 | 0.89061 |
| 30............ | 0.77987 | 0.79752 | 0.81356 | 0.82823 | 0.84172 | 0.85420 | 0.86583 | 0.87668 |
| 35............ | 0.76404 | 0.78248 | 0.79921 | 0.81452 | 0.82862 | 0.84167 | 0.85383 | 0.86516 |
| 40............ | 0.74520 | 0.76428 | 0.78164 | 0.79751 | 0.81215 | 0.82573 | 0.83836 | 0.85016 |
| 45............. | 0.70145 | 0.72270 | 0.74208 | 0.75987 | 0.77629 | 0.79158 | 0.80580 | 0.81913 |
| 50............ | 0.61890 | 0.64450 | 0.66797 | 0.68963 | 0.70971 | 0.72847 | 0.74602 | 0.76249 |
| 55............. | 0.50025 | 0.53067 | 0.55888 | 0.58514 | 0.60967 | 0.63269 | 0.65439 | 0.67484 |
| 60............ | 0.35490 | 0.38840 | 0.41997 | 0.44975 | 0.47788 | 0.50459 | 0.52992 | 0.55405 |
| 65............. | 0.20832 | 0.24067 | 0.27183 | 0.30182 | 0.33065 | 0.35838 | 0.38504 | 0.41072 |
| $70+^{2} \ldots \ldots$. | 0.08398 | 0.09895 | 0.11260 | 0.12535 | 0.13735 | 0.14879 | 0.15991 | 0.17081 |
|  | 9 | 10 | H | 12 | 13 | 14 | 15 | 16 |
| 0............. | 0.84440 | 0.85981 | 0.87426 | 0.88783 | 0.90208 | 0.91578 | 0.92840 | 0.93983 |
| S............ | 0.92343 | 0.93075 | 0.93763 | 0.94410 | 0.95046 | 0.95676 | 0.96259 | 0.96799 |
| 10............. | 0.93318 | 0.93915 | 0.94475 | 0.95002 | 0.95470 | 0.95963 | 0.96433 | 0.96079 |
| 15............ | 0.92466 | 0.93112 | 0.93719 | 0.94290 | 0.94776 | 0.95300 | 0.95805 | 0.96289 |
| 20............. | 0.91301 | 0.92042 | 0.92739 | 0.93395 | 0.93956 | 0.94551 | 0.95123 | 0.95676 |
| 25............. | 0.89977 | 0.90837 | 0.91646 | 0.92410 | 0.93072 | 0.93752 | 0.94410 | 0.95046 |
| 30............ | 0.88684 | 0.89639 | 0.90538 | 0.91386 | 0.92122 | 0.92859 | 0.93579 | 0.94277 |
| 35............. | 0.87580 | 0.88578 | 0.89521 | 0.90407 | 0.91165 | 0.91907 | 0.92639 | 0.93357 |
| 40............ | 0.86121 | 0.87162 | 0.88143 | 0.89068 | 0.89849 | 0.90586 | 0.91324 | 0.92057 |
| 45............ | 0.83163 | 0.84342 | 0.85454 | 0.86505 | 0.87399 | 0.88205 | 0.89020 | 0.89839 |
| 50............. | 0.77801 | 0.79265 | 0.80654 | 0.81972 | 0.83102 | 0.84086 | 0.85088 | 0.86102 |
| 55............ | 0.69423 | 0.71258 | 0.73005 | 0.74679 | 0.76094 | 0.77321 | 0.78579 | 0.79861 |
| 60............. | 0.57705 | 0.59903 | 0.62000 | 0.64037 | 0.65713 | 0.67182 | 0.68700 | 0.70265 |
| 65............. | 0.43542 | 0.45922 | 0.48212 | 0.50485 | 0.52289 | 0.53887 | 0.55555 | 0.57292 |
| $70{ }^{*} \ldots \ldots .$. | 0.18157 | 0.19229 | 0.20304 | 0.21417 | 0.22360 | 0.23258 | 0.24221 | 0.25246 |
|  | 17 | 18 | 19 | 20 | 71 | 12 | 23 | 24 |
| 0............. | 0.95023 | 0.95972 | 0.96841 | 0.97644 | 0.98390 | 0.99104 | 0.99468 | 0.99725 |
| S............ | 0.97299 | 0.97761 | 0.98193 | 0.98594 | 0.98971 | 0.99333 | 0.99583 | 0.99761 |
| 10............ | 0.97300 | 0.97697 | 0.98073 | 0.98425 | 0.98757 | 0.99077 | 0.99405 | 0.99626 |
| 15............. | 0.96751 | 0.97192 | 0.97610 | 0.98005 | 0.98380 | 0.98740 | 0.99169 | 0.99457 |
| 20............. | 0.96207 | 0.96713 | 0.97195 | 0.97653 | 0.98086 | 0.98505 | 0.98986 | 0.99331 |
| 25............. | 0.95657 | 0.96241 | 0.96798 | 0.97328 | 0.97830 | 0.98317 | 0.98825 | $0.9922]$ |
| $30 . . . . . . . . . . .$. | 0.94951 | 0.95600 | 0.96222 | 0.96816 | 0.97381 | 0.97930 | 0.98490 | 0.98967 |
| 35............ | 0.94059 | 0.94741 | 0.95401 | 0.96036 | 0.96645 | 0.97235 | 0.97871 | 0.98465 |
| 40............ | 0.92783 | 0.93496 | 0.94194 | 0.94871 | 0.95525 | 0.96161 | 0.96884 | 0.97625 |
| 45............ | 0.90657 | 0.91470 | 0.92271 | 0.93055 | 0.93818 | 0.94544 | 0.95427 | 0.96385 |
| 50............. | 0.87123 | 0.88144 | 0.89157 | 0.90154 | 0.91129 | 0.92018 | 0.93186 | 0.94486 |
| \$5............ | 0.81162 | 0.82473 | 0.83782 | 0.85080 | 0.86357 | 0.87517 | 0.89119 | 0.90950 |
| 60............. | 0.71865 | 0.73490 | 0.75128 | 0.76766 | 0.78390 | 0.79892 | 0.82055 | 0.84602 |
| $65 . . . . . . . . .$. | 0.59085 | 0.60924 | 0.62796 | 0.64685 | 0.66576 | 0.68351 | 0.71027 | 0.74282 |
| $70+* \ldots$ | 0.26332 | 0.27473 | 0.28663 | 0.29892 | 0.31150 | 0.32381 | 0.34077 | 0.36064 |

${ }^{2}$ Value listed for age $70+$ is $T(80) / T(70)$.

Tadle 272. Female lo-rean suavivorship pronaetities, $10 S_{x, x+4}$ SOUTH model

| A |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | . | $s$ | 6 | 7 | $\because$ |
| 0............. | 0.67922 | 0.71020 | 0.73782 | 0.76267 | 0.78521 | 0.80581 | 0.82475 | 0.84224 |
| 5............ | 0.87707 | 0.88811 | 0.89813 | 0.90730 | 0.93574 | 0.92356 | 0.93082 | 0.93759 |
| 10............ | 0.87389 | 0.88486 | 0.89480 | 0.90393 | 0.91234 | 0.92014 | 0.92740 | 0.93418 |
| 15............ | 0.84814 | 0.86110 | 0.87290 | 0.88373 | 0.89371 | 0.90295 | 0.91159 | 0.91965 |
| 20............ | 0.83363 | 0.84764 | 0.86044 | 0.87215 | 0.88299 | 0.89301 | 0.90237 | 0.91112 |
| 25............ | 0.82555 | 0.84011 | 0.85336 | 0.86551 | 0.87675 | 0.88717 | 0.89689 | 0.90598 |
| 30............ | 0.81925 | 0.83403 | 0.84746 | 0.85979 | 0.87118 | 0.88175 | 0.89161 | 0.90084 |
| 35............. | 0.81400 | 0.82860 | 0.84193 | 0.85415 | 0.86541 | 0.87587 | 0.88561 | 0.89475 |
| 40............ | 0.79650 | 0.81166 | 0.82551 | 0.83821 | 0.84995 | 0.86087 | 0.87102 | 0.88054 |
| 45............. | 0.74960 | 0.76732 | 0.78352 | 0.79842 | 0.81224 | 0.82510 | 0.83711 | 0.84837 |
| 50............ | 0.65854 | 0.68134 | 0.70230 | 0.72169 | 0.73973 | 0.75660 | 0.77244 | 0.78735 |
| \$53............ | 0.51876 | 0.54799 | 0.57512 | 0.60046 | 0.62425 | 0.64664 | 0.66780 | 0.68784 |
| 60............ | 0.35379 | 0.38656 | 0.41757 | 0.44696 | 0.47494 | 0.50154 | 0.52691 | 0.55116 |
| 65............ | 0.19339 | 0.22380 | 0.25331 | 0.28189 | 0.30958 | 0.33635 | 0.36219 | 0.38720 |
| $70+^{2} \ldots \ldots . .$. | 0.07087 | 0.08554 | 0.09902 | 0.11161 | 0.12355 | 0.13502 | 0.14610 | 0.156\% |
|  | , | 10 | $\mu$ | 12 | 13 | 14 | 15 | \% |
| 0............ | 0.85846 | 0.87429 | 0.88912 | 0.90273 | 0.91528 | 0.92688 | 0.93764 | 0.94764 |
| 5............ | 0.94394 | 0.95004 | 0.95604 | 0.96157 | 0.96668 | 0.97142 | 0.97583 | 0.97992 |
| 10............ | 0.94053 | 0.94612 | 0.95224 | 0.95791 | 0.96318 | 0.96807 | 0.97265 | 0.97691 |
| 15............ | 0.92722 | 0.93383 | 0.94107 | 0.94782 | 0.95410 | 0.95997 | 0.96547 | 0.97062 |
| 20............ | 0.91935 | 0.92660 | 0.93431 | 0.94154 | 0.94832 | 0.95468 | 0.96066 | 0.96627 |
| 25............ | 0.91451 | 0.92218 | 0.92998 | 0.93733 | 0.94428 | 0.95084 | 0.95704 | 0.96288 |
| 30............ | 0.90949 | 0.91732 | 0.92503 | 0.93235 | 0.93931 | 0.94593 | 0.95222 | 0.95820 |
| 35............ | 0.90333 | 0.91107 | 0.91847 | 0.92557 | 0.93239 | 0.93892 | 0.94517 | 0.95117 |
| 40............ | 0.88949 | 0.89774 | 0.90519 | 0.91243 | 0.91944 | 0.92623 | 0.93279 | 0.93912 |
| 45............ | 0.85896 | 0.86896 | 0.87757 | 0.88600 | 0.89424 | 0.90227 | 0.91007 | 0.91765 |
| 50............ | 0.80141 | 0.81484 | 0.82618 | 0.83736 | 0.84832 | 0.85908 | 0.86958 | 0.87982 |
| 55............ | 0.70685 | 0.72510 | 0.74043 | 0.75563 | 0.77066 | 0.78548 | 0.80906 | 0.81434 |
| 60............ | 0.57436 | 0.59642 | 0.61519 | 0.63398 | 0.65276 | 0.67145 | 0.69000 | 0.70834 |
| 65.......... | 0.41139 | 0.43418 | 0.45379 | 0.47364 | 0.49373 | 0.51396 | 0.53427 | 0.55460 |
| $70+{ }^{2} \ldots \ldots$ | 0.16769 | 0.17812 | 0.18749 | 0.19730 | 0.20758 | 0.21828 | 0.22940 | 0.24091 |
|  | 17 | 18 | 19 | 30 | 21 | 22 | 23 | 34 |
| 0............ | 0.95723 | 0.96631 | 0.97349 | 0.97975 | 0.98509 | 0.98953 | 0.99308 | 0.99580 |
| 5............ | 0.98376 | 0.98735 | 0.99016 | 0.99256 | 0.99459 | 0.99626 | 0.99758 | 0.99858 |
| 10............ | 0.98092 | 0.98470 | 0.98822 | 0.990\% | 0.99332 | 0.99528 | 0.99688 | 0.99811 |
| 15............ | 0.97546 | 0.98004 | 0.98454 | 0.98799 | 0.99100 | 0.99355 | 0.99566 | 0.99731 |
| 20............ | 0.97157 | 0.97661 | 0.98149 | 0.98543 | 0.98891 | 0.99192 | 0.99444 | 0.99646 |
| 25............ | 0.96841 | 0.97370 | 0.97858 | 0.98287 | 0.98673 | 0.99013 | 0.99303 | 0.99544 |
| 30............ | 0.96388 | 0.96932 | 0.97431 | 0.97901 | 0.98332 | 0.98722 | 0.99066 | 0.99362 |
| 35............ | 0.95690 | 0.96241 | 0.96765 | 0.97282 | 0.97771 | 0.98228 | 0.98648 | 0.99026 |
| 40............ | 0.94520 | 0.95102 | 0.95676 | 0.96273 | 0.96853 | 0.97413 | 0.97948 | 0.98450 |
| 45............ | 0.92498 | 0.93189 | 0.93891 | 0.94647 | 0.95397 | 0.96136 | 0.96859 | 0.97558 |
| 50............ | 0.88978 | 0.89910 | 0.90877 | 0.91934 | 0.92994 | 0.94052 | 0.95101 | 0.9132 |
| 55............ | 0.82832 | 0.84139 | 0.85530 | 0.87069 | 0.88631 | 0.90213 | 0.91807 | 0.93404 |
| 60............ | 0.72643 | 0.74380 | 0.76271 | 0.78401 | 0.80609 | 0.82901 | 0.85277 | 0.87733 |
| 65............ | 0.57485 | 0.59485 | 0.61734 | 0.64329 | 0.67098 | 0.70065 | 0.73257 | 0.76704 |
| 70+ ${ }^{2} \ldots \ldots$ | 0.25277 | 0.26485 | 0.27854 | 0.29424 | 0.31113 . | 0.32927 | 0.34871 | 0.36951 |

${ }^{\circ}$ Value listed for age $70+$ is $T(80) / T(70)$.

Table 273. Female lo.year survivorshif probabilities w $S_{x . x+4}$. East model

| 9 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 7 | 3 |  | . 5 | 6 | 7 | 2 |
| 0............ | 0.74959 | 0.77307 | 0.79407 | 0.81305 | 0.83034 | 0.84619 | 0.86081 | 0.87437 |
| \$............ | 0.89818 | 0.90669 | 0.91449 | 0.92166 | 0.92828 | 0.93447 | 0.94024 | 0.94565 |
| 10............ | 0.89344 | 0.90209 | 0.91001 | 0.91731 | 0.92407 | 0.93039 | 0.93628 | 0.94181 |
| 15............ | 0.86597 | 0.87670 | 0.88652 | 0.89561 | 0.90405 | 0.91191 | 0.91927 | 0.92617 |
| 20............ | 0.84280 | 0.85528 | 0.86674 | 0.87734 | 0.88719 | 0.89637 | 0.90497 | 0.91306 |
| 25............ | 0.82567 | 0.83933 | 0.85191 | 0.86353 | 0.87434 | 0.88443 | 0.89387 | 0.90278 |
| 30............ | 0.81312 | 0.82744 | 0.84061 | 0.85279 | 0.86412 | 0.87468 | 0.88460 | 0.89393 |
| 35............ | 0.80294 | 0.81744 | 0.83075 | 0.84308 | 0.85453 | 0.86524 | 0.87528 | 0.88471 |
| 40............ | 0.78132 | 0.79645 | 0.81034 | 0.82322 | 0.83521 | 0.84641 | 0.85692 | 0.86681 |
| 45............ | 0.72651 | 0.74427 | 0.76061 | 0.77582 | 0.79002 | 0.80330 | 0.81579 | 0.82758 |
| 50............. | 0.62906 | 0.65151 | 0.67233 | 0.69176 | 0.70999 | 0.72717 | 0.74335 | 0.75867 |
| 55............ | 0.49534 | 0.52262 | 0.54819 | 0.57224 | 0.59498 | 0.61654 | 0.63700 | 0.65647 |
| 60............ | 0.34490 | 0.37429 | 0.40219 | 0.42883 | 0.45422 | 0.47850 | 0.50176 | 0.52405 |
| 65............ | 0.20359 | 0.23026 | 0.25613 | 0.28124 | 0.30547 | 0.32891 | 0.35161 | 0.37358 |
| $70{ }^{2}$........ | 0.08239 | 0.09446 | 0.10576 | 0.11641 | 0.12652 | 0.13627 | 0.14578 | 0.15581 |
|  | 9 | 10 | H | 12 | 13 | 14 | is | 16 |
| 0............ | 0.88698 | 0.89877 | 0.91072 | 0.92197 | 0.93225 | 0.94170 | 0.95038 | 0.95842 |
| S............ | 0.95074 | 0.95553 | 0.96003 | 0.96464 | 0.96894 | 0.97295 | 0.97669 | 0.98020 |
| 10............ | 0.94702 | 0.95194 | 0.95614 | 0.96085 | 0.96529 | 0.96946 | 0.97340 | 0.97709 |
| 15............ | 0.93270 | 0.93885 | 0.94404 | 0.94989 | 0.95543 | 0.96066 | 0.96561 | 0.97027 |
| 20............ | 0.92068 | 0.92788 | 0.934 I | 0.94084 | 0.94724 | 0.95331 | 0.95907 | 0.96453 |
| 25........... | 0.91115 | 0.91908 | 0.92611 | 0.93331 | 0.94019 | 0.94676 | 0.95304 | 0.95903 |
| 30............ | 0.90273 | 0.91104 | 0.91853 | 0.92578 | 0.93280 | 0.93957 | 0.94609 | 0.95238 |
| 35............. | 0.89362 | 0.90203 | 0.90959 | 0.91661 | 0.92349 | 0.93023 | 0.93678 | 0.94316 |
| 40............ | 0.87613 | 0.88496 | 0.89280 | 0.89987 | 0.90690 | 0.91386 | 0.92072 | 0.92746 |
| 45............ | 0.83872 | 0.84928 | 0.85864 | 0.86690 | 0.87517 | 0.88343 | 0.89165 | 0.89980 |
| \$0............ | 0.77321 | 0.78704 | 0.79936 | 0.81006 | 0.82084 | 0.83167 | 0.84251 | 0.85333 |
| 55............ | 0.67503 | 0.69277 | 0.70857 | 0.72220 | 0.73602 | 0.75002 | 0.76412 | 0.77829 |
| 60............ | 0.54544 | 0.56602 | 0.58421 | 0.59985 | 0.61587 | 0.63222 | 0.64887 | 0.66573 |
| 65........... | 0.39482 | 0.41541 | 0.43355 | 0.44899 | 0.46496 | 0.48146 | 0.49844 | 0.51582 |
| 70+ ${ }^{2} \ldots \ldots .$. | 0.16435 | 0.17357 | 0.18209 | 0.18974 | 0.19789 | 0.20658 | 0.21578 | 0.22552 |
|  | 17 | * | 19 | 20 | 21 | 22 | 23 | 24 |
| 0............ | 0.96637 | 0.97378 | 0.98057 | 0.98683 | 0.99114 | 0.99440 | 0.99681 | 0.99842 |
| 5............ | 0.98349 | 0.98657 | 0.98948 | 0.99222 | 0.99452 | 0.99629 | 0.99769 | 0.99875 |
| 10............ | 0.98059 | 0.98388 | 0.98699 | 0.98992 | 0.99286 | 0.99501 | 0.99679 | 0.99818 |
| 15............ | 0.97469 | 0.97886 | 0.98280 | 0.98653 | 0.99034 | 0.99317 | 0.99555 | 0.99743 |
| 20............ | 0.96971 | 0.97462 | 0.97926 | 0.98368 | 0.98797 | 0.99141 | 0.99433 | 0.99665 |
| 25............ | 0.96474 | 0.97018 | 0.97535 | 0.98027 | 0.98490 | 0.9889 | 0.99250 | 0.99540 |
| 30............ | 0.95842 | 0.96421 | 0.96975 | 0.97504 | 0.98005 | 0.98485 | 0.98922 | 0.99298 |
| 35........... | 0.94936 | 0.95535 | 0.96112 | 0.96667 | 0.97215 | 0.97786 | 0.98330 | 0.98832 |
| 40............ | 0.93409 | 0.94054 | 0.94681 | 0.95287 | 0.95924 | 0.96629 | 0.97331 | 0.98018 |
| 45............ | 0.90785 | 0.91574 | 0.92346 | 0.93098 | 0.93914 | 0.94852 | 0.95812 | 0.96783 |
| S0............ | 0.86405 | 0.87464 | 0.88504 | 0.89522 | 0.90644 | 0.91965 | 0.93344 | 0.94767 |
| S5............ | 0.79245 | 0.80652 | 0.82043 | 0.83411 | 0.84961 | 0.86831 | 0.88828 | 0.90950 |
| 60............ | 0.68276 | 0.69982 | 0.71683 | 0.73368 | 0.75357 | 0.77831 | 0.80357 | 0.83567 |
| 65............ | 0.53354 | 0.55148 | 0.56956 | 0.58762 | 0.60985 | 0.63853 | 0.67131 | 0.70915 |
| 70+**...... | 0.23576 | 0.24644 | 0.25753 | 0.26896 | 0.28273 | 0.30008 | 0.31980 | 0.34230 |

[^102]Table 274. Female 10-year survivombaip promabluties, wis $S_{x, x+4}$ West model

| ${ }_{4}^{4}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\delta$ |
| 0............. | 0.73701 | 0.76223 | 0.78468 | 0.80487 | 0.82317 | 0.83989 | 0.85524 | 0.86943 |
| 5............. | 0.87354 | 0.88458 | 0.89459 | 0.90373 | 0.91213 | 0.91989 | 0.92710 | 0.93383 |
| 10............ | 0.85757 | 0.86974 | 0.88079 | 0.89067 | 0.90016 | 0.90875 | 0.91674 | 0.92419 |
| 15............ | 0.82858 | 0.84293 | 0.85598 | 0.86792 | 0.87892 | 0.88911 | 0.89860 | 0.90745 |
| 20............ | 0.80498 | 0.82108 | 0.83574 | 0.84918 | 0.86158 | 0.87307 | 0.88377 | 0.89377 |
| 25............. | 0.75413 | 0.80173 | 0.81775 | 0.83247 | 0.84606 | 0.85865 | 0.87039 | 0.88138 |
| 30............ | 0.76600 | 0.78472 | 0.80177 | 0.81744 | 0.83189 | 0.84530 | 0.85782 | 0.86953 |
| 35............ | 0.75174 | 0.77092 | 0.78842 | 0.80448 | 0.81930 | 0.83306 | 0.84590 | 0.85792 |
| 40............ | 0.72673 | 0.74670 | 0.76493 | 0.78172 | 0.79723 | 0.81166 | 0.82511 | 0.83772 |
| $45 . . . . . . . . . .$. | 0.67504 | 0.69729 | 0.71769 | 0.73648 | 0.75392 | 0.77016 | 0.78534 | 0.79959 |
| 50............ | 0.59196 | 0.61775 | 0.64152 | 0.66351 | 0.68401 | 0.70317 | 0.72117 | 0.73811 |
| 55............ | 0.48197 | 0.51126 | 0.53842 | 0.56375 | 0.58747 | 0.60977 | 0.63082 | 0.65071 |
| 60............ | 0.36171 | 0.39190 | 0.42025 | 0.44691 | 0.47209 | 0.49591 | 0.51854 | 0.54002 |
| 65............ | 0.23628 | 0.26411 | 0.29072 | 0.31598 | 0.34011 | 0.36313 | 0.38517 | 0.40621 |
| 70+ ${ }^{2}$....... | 0.10087 | 0.11236 | 0.12302 | 0.13299 | 0.14246 | 0.15156 | 0.16046 | 0.16919 |
|  | 9 | 10 | H | 12 | 13 | 14 | Is | \% |
| 0............ | 0.88258 | 0.89483 | 0.90628 | 0.91701 | 0.92732 | 0.93824 | 0.94783 | 0.95677 |
| 5............. | 0.94012 | 0.94603 | 0.95159 | 0.95684 | 0.98180 | 0.96683 | 0.97147 | 0.97581 |
| 10............ | 0.93117 | 0.93773 | 0.94392 | 0.94976 | 0.95523 | 0.96016 | 0.96550 | 0.97050 |
| 15............ | 0.91575 | 0.92355 | 0.93091 | 0.93787 | 0.94436 | 0.94969 | 0.95618 | 0.96229 |
| 20............ | 0.90314 | 0.91197 | 0.92029 | 0.92817 | 0.93552 | 0.94148 | 0.94875 | 0.95564 |
| 25............ | 0.89169 | 0.90140 | 0.91056 | 0.91923 | 0.92731 | 0.93410 | 0.94188 | 0.94929 |
| 30............ | 0.85054 | 0.89090 | 0.90066 | 0.90992 | 0.91857 | 0.92604 | 0.93403 | 0.94174 |
| 35............ | 0.86920 | 0.87984 | 0.88988 | 0.89938 | 0.90826 | 0.91600 | 0.92386 | 0.93158 |
| 40............ | 0.84957 | 0.86074 | 0.87130 | 0.88128 | 0.85064 | 0.89873 | 0.90671 | 0.91466 |
| 45............ | 0.81301 | 0.82567 | 0.83766 | 0.84902 | 0.85966 | 0.86882 | 0.87767 | 0.88662 |
| \$0............ | 0.75410 | 0.76924 | 0.78360 | 0.79727 | 0.81007 | 0.82102 | 0.83154 | 0.84224 |
| 55............ | 0.66955 | 0.68747 | 0.70451 | 0.72077 | 0.73606 | 0.74893 | 0.76137 | 0.77411 |
| 60............ | 0.56051 | 0.58004 | 0.59871 | 0.61658 | 0.63345 | 0.64728 | 0.66090 | 0.67498 |
|  | 0.42644 | 0.44579 | 0.46439 | 0.48228 | 0.49922 | 0.51295 | 0.52649 | 0.54065 |
| 70+ ${ }^{\text {c....... }}$ | 0.17790 | 0.18656 | 0.19528 | 0.20406 | 0.21281 | 0.22061 | 0.22861 | 0.23717 |
|  | 17 | 13 | 19 | 20 | 21 | 22 | 23 | 24 |
| 0............. | 0.96490 | 0.97232 | 0.97911 | 0.98539 | 0.99055 | 0.99406 | 0.99671 | 0.99848 |
| 5............ | 0.97985 | 0.98362 | 0.98716 | 0.99047 | 0.99342 | 0.99565 | 0.99742 | 0.99871 |
| 10........... | 0.97518 | 0.97955 | 0.98366 | 0.98749 | 0.99119 | 0.99412 | 0.99644 | 0.98816 |
| 15............ | 0.96802 | 0.97338 | 0.97842 | 0.98314 | 0.98783 | 0.99188 | 0.99499 | 0.99734 |
| 20............ | 0.96213 | 0.96825 | 0.97400 | 0.97943 | 0.98483 | 0.98966 | 0.99347 | 0.99643 |
| 25............. | 0.95635 | 0.96306 | 0.96941 | 0.97544 | 0.98145 | 0.98682 | 0.99137 | 0.99507 |
| 30............ | 0.94917 | 0.95630 | 0.9613 | 0.96965 | 0.97615 | 0.98220 | 0.98773 | 0.99248 |
| 35............ | 0.93912 | 0.94645 | 0.95357 | 0.96043 | 0.96725 | 0.97425 | 0.98105 | 0.98732 |
| 40............ | 0.92255 | 0.93032 | 0.93796 | 0.94539 | 0.95285 | 0.96125 | 0.\%985 | 0.97832 |
| 45............ | 0.89557 | 0.90449 | 0.91333 | 0.92201 | 0.93082 | 0.94136 | 0.95255 | 0.96413 |
| 50........... | 0.85305 | 0.86391 | 0.87474 | 0.88547 | 0.89642 | 0.91015 | 0.92514 | 0.94119 |
| 55............. | 0.78709 | 0.80023 | 081343 | 0.82660 | 0.84018 | 0.85797 | 0.87792 | 0.90007 |
| 60............ | 0.65943 | 0.70420 | 0.71917 | 0.73423 | 0.75006 | 0.77185 | 0.79694 | 0.82600 |
| $65 . . .3$. | 0.55531 | 0.57042 | 0.58589 | 0.60160 | 0.61835 | 0.64264 | 0.67130 | 0.70591 |
| $70+5 . . . . .$. | 0.24628 | 0.25591 | 0.26603 | 0.27657 | 0.28790 | 0.30322 | 0.32100 | 0.34195 |

[^103]TALLE 275. Male 10-rear survivorship momablities, no $S_{x, x+4}$. Nonth model

| 4 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | \% | 3 | 4 | 5 | 6 | 7 | 1 |
| 0............ | 0.65634 | 0.68748 | 0.71539 | 0.74062 | 0.76363 | 0.78473 | 0.80420 | 0.82224 |
| 3............. | 0.84223 | 0.85575 | 0.86793 | 0.87902 | 0.88917 | 0.89850 | 0.90717 | 0.91521 |
| 10............ | 0.85935 | 0.87082 | 0.88098 | 0.89026 | 0.89877 | 0.90661 | 0.91388 | 0.92066 |
| 15.............. | 0.83144 | 0.84458 | 0.85648 | 0.86732 | 0.87728 | 0.88649 | 0.89502 | 0.90298 |
| 20............ | 0.81099 | 0.82567 | 0.83898 | 0.85113 | 0.86229 | 0.87261 | 0.88219 | 0.89112 |
| 25............ | 0.79587 | 0.81169 | 0.82606 | 0.83918 | 0.85126 | 0.86242 | 0.87279 | 0.88249 |
| $30 . . . . . . . . . . .$. | 0.76937 | 0.78715 | 0.80330 | 0.81806 | 0.83168 | 0.84429 | 0.85602 | 0.86698 |
| 35............. | 0.73122 | 0.75163 | 0.77015 | 0.78716 | 0.80286 | 0.81742 | 0.83099 | 0.84367 |
| 40............ | 0.68660 | 0.70947 | 0.73032 | 0.74950 | 0.76723 | 0.78370 | 0.79908 | 0.81347 |
| 45............ | 0.63032 | 0.65572 | 0.67902 | 0.70048 | 0.72036 | 0.73890 | 0.75624 | 0.77251 |
| 50............ | 0.55070 | 0.57934 | 0.60572 | 0.63017 | 0.65292 | 0.67421 | 0.69420 | 0.71304 |
| \$5............ | 0.44525 | 0.47678 | 0.50611 | 0.53353 | 0.55920 | 0.58337 | 0.60620 | 0.62778 |
| 60............ | 0.31157 | 0.34451 | 0.37570 | 0.40524 | 0.43331 | 0.45998 | 0.48539 | 0.50\%62 |
| 65............ | 0.16835 | 0.19911 | 0.22903 | 0.25806 | 0.28626 | 0.31350 | 0.33982 | 0.36526 |
| $70+^{*} \ldots . .$. | 0.06188 | 0.07761 | 0.09189 | 0.10513 | 0.11745 | 0.12904 | 0.14014 | 0.15086 |
|  | * | 10 | 11 | 12 | 3 | 14 | 13 | 4 |
| 0............ | 0.83904 | 0.85472 | 0.86941 | 0.88319 | 0.89741 | 0.91033 | 0.92232 | 0.93368 |
| 5........... | 0.92273 | 0.92977 | 0.93636 | 0.94258 | 0.94849 | 0.95403 | 0.95932 | 0.96436 |
| 10............ | 0.92700 | 0.93294 | 0.93852 | 0.94376 | 0.94830 | 0.95278 | 0.95719 | 0.96149 |
| 15............ | 0.91042 | 0.91741 | 0.92399 | 0.93016 | 0.93532 | 0.94058 | 0.94578 | 0.95090 |
| 20............ | 0.89947 | 0.90732 | 0.91471 | 0.93166 | 0.92742 | 0.93334 | 0.93918 | 0.94492 |
| 25............ | 0.89154 | 0.90005 | 0.90805 | 0.91561 | 0.92189 | 0.92823 | 0.93449 | 0.94066 |
| 30........... | 0.87724 | 0.88688 | 0.89597 | 0.90454 | 0.91180 | 0.91884 | 0.92582 | 0.93273 |
| 35............ | 0.85558 | 0.86678 | 0.87735 | 0.88733 | 0.59600 | 0.903\% | 0.91190 | 0.91978 |
| 40............ | 0.82699 | 0.83974 | 0.85178 | 0.86320 | 0.87321 | 0.8819 | 0.89076 | 0.09957. |
| 45............ | 0.78781 | 0.80228 | 0.81594 | 0.82922 | 0.84041 | 0.85004 | 0.85984 | 0.86974 |
| 50........... | 0.73080 | 0.74762 | 0.76356 | 0.77941 | 0.79216 | 0.80321 | 0.81444 | 0.82603 |
| 55........... | 0.64824 | 0.66769 | 0.68621 | 0.70465 | 0.71923 | 0.73195 | 0.74498 | 0.75853 |
| 60............ | 0.53280 | 0.55497 | 0.57620 | 0.59734 | 0.61392 | 0.62853 | 0.64379 | 0.65945 |
| 65............ | 0.38989 | 0.41366 | 0.43661 | 0.45977 | 0.47769 | 0.49363 | 0.51041 | 0.52781 |
| 70+*....... | 0.16134 | 0.17169 | 0.18196 | 0.19267 | 0.20150 | 0.20978 | 0.21872 | 0.22834 |
|  | 17 | 18 | 19 | 20 | 11 | 12 | 23 | 24 |
| 0............ | 0.94424 | 0.95404 | 0.96315 | 0.97163 | 0.97957 | 0.98706 | 0.99158 | 0.99521 |
| 3.1.......... | 0.96913 | 0.97367 | 0.97796 | 0.98202 | 0.98586 | 0.98947 | 0.99250 | 0.99509 |
| 10............ | 0.96566 | 0.96970 | 0.97358 | 0.97730 | 0.98085 | 0.98428 | 0.98840 | 0.99175 |
| 15............ | 0.95589 | 0.96075 | 0.96543 | 0.96994 | 0.97425 | 0.97846 | 0.98411 | 0.98853 |
| 20............ | 0.95054 | 0.95599 | 0.96126 | 0.96634 | 0.97118 | 0.97591 | 0.98215 | 0.98712 |
| 25............ | 0.94671 | 0.95259 | 0.95828 | 0.96376 | 0.96901 | 0.97414 | 0.98042 | 0.98581 |
| $30 . . . . . . . . . . .$. | 0.93951 | 0.94613 | 0.95255 | 0.95076 | 0.96472 | 0.97052 | 0.97703 | 0.98321 |
| 35............ | 0.92757 | 0.93522 | 0.94267 | 0.94989 | 0.95687 | 0.96337 | 0.97067 | 0.97813 |
| 40........... | 0.90835 | 0.91704 | 0.92557 | 0.93390 | 0.94198 | 0.94906 | 0.95786 | 0.96729 |
| 45............. | 0.87968 | 0.86\% 6 | 0.89943 | 0.90911 | 0.91856 | 0.92658 | 0.93757 | 0.94976 |
| S0........... | 0.83770 | 0.84942 | 0.86111 | 0.87268 | 0.86407 | 0.89372 | 0.90767 | 0.92356 |
| 55........... | 0.77227 | 0.78618 | 0.80015 | 0.81408 | 0.82785 | 0.83984 | 0.85774 | 0.87867 |
| 60............ | 0.67561 | 0.69212 | 0.70883 | 0.72563 | 0.74235 | 0.75734 | 0.75031 | 0.80788 |
|  | 0.54591 | 0.56455 | 0.58361 | 0.60290 | 0.62228 | 0.64009 | 0.66803 | 0.70242 |
| 70+ ${ }^{2}$........ | 0.23862 | 0.24955 | 0.26106 | 0.27308 | 0.28552 | 0.29749 | 0.31507 | 0.33632 |

${ }^{\bullet}$ Value listed for age $70+$ is $\boldsymbol{T}(80) / T(70)$.

Tame 276. Male lo.rear survivonship meceamlities n $S_{x, x+4}$ SOUTh model

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 |  | 2 | 3 | 4 | J | 6 | 7 | 1 |
| 0............ | 0.70010 | $0.72{ }^{\text {\% }} 46$ | 0.75370 | 0.77636 | 0.7\%689 | 0.81561 | 0.83280 | 0.84866 |
| \$............. | 0.89526 | 0.90426 | 0.91241 | 0.91986 | 0.92670 | 0.93303 | 0.93892 | 0.94440 |
| 10............. | 0.8845 | 0.89414 | 0.90280 | 0.91073 | 0.91805 | 0.92481 | 0.93113 | 0.93700 |
| 15............ | 089387 | 0.86123 | 087248 | 088278 | 0.89230 | 0.90111 | 0.90933 | 0.91760 |
| 20............ | 0.83585 | 0.84911 | 0.86117 | 0.87224 | 0.88244 | 0.89191 | 0.90071 | 0.900\% |
| 25............ | 0.83356 | 08.8463 | 0.85848 | 0.80937 | 0.8791 | 0.88877 | 0.89741 | 0.90552 |
| 30...0.0.0.0.0 | 082902 | 083363 | 084599 | 0.85734 | 0.66783 | 0.87755 | 0.88663 | 0.89510 |
| 35............ | $079 \times 70$ | 080949 | 0.82299 | 0.83536 | 0.84681 | 0.85743 | 0.86734 | 0.87661 |
| 40.....r.a.... | 0.75972 | 0.77588 | 0.79044 | 0.80,22 | 0.81675 | 0.82942 | 0.83931 | 0.84952 |
| 45............. | 0.70773 | 0.72576 | 0.74228 | 0.75751 | 0.77161 | 0.78475 | 0.79701 | 0.80854 |
| 50............ | 062557 | 0.64664 | 0.66603 | $0.683 \%$ | 0.70067 | 0.71624 | 0.73083 | 0.74457 |
| 55............ | 0.50701 | 0.53197 | 0.55507 | 0.57658 | $0.5 \% 673$ | 0.61563 | 0.63345 | 0.65029 |
| 68............. | 0.36229 | 0.30954 | 0.41509 | 0.43909 | 0.46179 | 0.48328 | 0.50370 | 0.52311 |
| $65$ $\qquad$ | $0.21273$ | $0.23805$ | 0.26221 | 0.2852 t | 0.30735 | 0.32850 | 0.34876 | $0.36820$ |
| $70 t^{*} \ldots \ldots$ | $0.08307$ | 0.09453 | 0.10502 | 0.11446 | 0.12409 | 0.13895 | 0.14144 | 0.14971 |
|  | , | \% | H | 12 | 13 | 4 | 3 | 16 |
| 0............ | 0.8636 | 081674 | 0.89045 | 0.90309 | 0.91476 | 0.92557 | 0.93560 | 0.94494 |
|  | 0.94953 | 0.95443 | 0.95912 | 0.96350 | 0.56763 | 0.97151 | $0.97 \$ 16$ | 0.97859 |
|  | 0.54252 | 0.94732 | 0.95233 | 0.95716 | 0.96174 | 0.96605 | 0.97012 | 0.97397 |
| 15............- | 0.92421 | 0.93034 | 0.93688 | 0.94332 | 0.94938 | 0.95508 | 0.9604 | 0.96556 |
| 20............. | 0.91668 | 0.92325 | 0.93016 | 0.93701 | 0.94346 | 0.94\%1 | 0.95942 | 0.96089 |
| $25.1 . . . . . . . .$. | 0.91313 | 0.91959 | 0.92609 | 0.93278 | 0.93916 | 0.94523 | 0.95100 | 0.9564 |
| \$0.w......... | 0.90308 | 0.90983 | 0.91635 | 0.92330 | 0.92998 | 0.93635 | 0.94245 | 0.94830 |
| 35........... | 0.88532 | 0.89273 | 0.89979 | 0.90722 | 0.91441 | 0.92136 | 0.92805 | 0.93450 |
| $40 . .10 . . . . .$. | 085910 | 0.86733 | 0.87510 | 0.88303 | 0.89078 | 0.89836 | 0.80570 | 0.91263 |
| 48............. | 0.81939 | 082883 | 0.83758 | 0.84631 | 0.85492 | 0.86338 | 0.87167 | 0.87977 |
| \$0............ | 0.75756 | 0.76888 | 0.77926 | 0.78\%60 | 0.79986 | 0.80999 | 0.82090 | 0.82983 |
| 55............. | 00662 | 0.60009 | 0.69286 | 0.70563 | 0.71836 | 0.73103 | 0.74362 | 0.75604 |
| 60.u........... | 0.54161 | 0.55762 | 0.57241 | 0.58738 | 0.60242 | 0.61751 | 0.63257 | 0.64754 |
| 65............ | 0.39691 | 0.40312 | 0.41797 | 0.43324 | 0.44871 | 0.46436 | 0.48012 | 0.49591 |
| 70+ ${ }^{2}$ wam | 0.15782 | 0.16506 | 0.17195 | 0.17921 | 0.18676 | 0.19465 | 0.20283 | 0.21131 |
|  | 17 | H | \% | 20 | 24 | 23 | 23 | 24 |
| ©.an......... | 0.95365 | 0.96199 | 0.97008 | 0.97735 | 0.58299 | 0.98778 | 0.99173 | 0.99483 |
| S............. | $0.96184$ | 0.9\%493 | 0.81791 | 0.99037 | 0.99255 | 0.99446 | 0.99610 | 0.99745 |
| 10............ | 097761 | 0.58107 | 0.90487 | 0.98785 | 0.99052 | 0.99269 | 0.99494 | 0.9966 |
| 15............. | 0.97036 | 0.97493 | 0.90017 | 0.98413 | 0.98767 | 0.990\% | 0.99348 | 0.99571 |
| 24............ | 0.9690 | 0.97104 | 0.97669 | 0.98115 | 0.98515 | 0.98873 | 0.99186 | 0.99452 |
| 25............ | 0\%170 | 0.96670 | 0.97263 | 0.97745 | 0.98184 | 0.98587 | 0.98931 | 0.9926 |
| 30............ | 0.953\%6 | 0.95923 | 0.96584 | 0.97129 | 0.97610 | 0.58120 | 0.98563 | 0.98962 |
| 35............. | 0.94667 | 0.94666 | 0.95402 | 0.96041 | 0.96660 | 0.97257 | 0.97826 | 0.98359 |
| 40............. | 0.91972 | 0.92643 | 0.93458 | 0.94220 | 0.94978 | 0.95734 | 0.96482 | 0.97213 |
| 45............. | 0.48769 | 0.89542 | 0.90462 | 0.91387 | 0.92333 | 0.93301 | 0.94290 | 0.95295 |
| 50,........... | 0.83949 | 0.8490 | 0.86020 | 0.87200 | 0.89429 | 0.89710 | 0.91047 | 0.92442 |
| 35.............. | 0.7692 | 0.76940 | 0.7949\% | 081051 | 0.82687 | 0.84415 | 0.66247 | 0.88193 |
| 6a............. | 0.66738 | 0.67716 | 0.69559 | 0.71535 | 0.13640 | 0.75903 | 0.78347 | 0.81003 |
| 65............. | 0.51170 | 0.52754 | 0.54790 | 0.57023 | 0.59444 | 0.62104 | 0.65056 | 0.68364 |
| 70+ | 0.22004 | 0.22\%9 | 0.24092 | 0.25387 | 0.26814 | 0.2903 | 0.30179 | 0.32175 |

a Value listed for age $70+$ is $T(30) / T(70)$.

Table 277. Male jo-year survivonship probagilites, w $S_{x, x+4}$ EASt mOdel

| A |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 7 | S | 6 | 9 | 1 |
| 0............. | 0.74414 | 0.76915 | 0.79119 | 0.81086 | 0.82863 | 0.84479 | 0.85\% ${ }^{\text {c }}$ | 0.87325 |
| 5............. | 0.91040 | 0.91758 | 0.92415 | 0.93019 | 0.93577 | 0.940\% | 0.94581 | 0.95036 |
| 10................ | 0.9029 | 0.91027 | 0.91697 | 0.92316 | 0.92887 | 0.93419 | 0.93917 | 0.94383 |
| 15............ | 0.87347 | 0.88290 | 0.89153 | 0.89952 | 0.90692 | 0.91381 | 0.92026 | 0.92630 |
| 20............ | 0.85726 | 0.86791 | 0.87768 | 0.88667 | 0.89505 | 0.90286 | 0.91015 | 0.91700 |
| 25............ | 0.84027 | 0.85215 | 0.86307 | 0.87313 | 0.88249 | 0.89122 | 0.89940 | 0.90708 |
| 30............. | 0.81048 | 0.82429 | 0.83704 | 0.84881 | 0.85976 | 0.86998 | 0.87958 | 0.88860 |
| 35............ | 0.77344 | 0.78926 | 0.80384 | 0.81733 | 0.82991 | 0.84166 | 0.85269 | 0.86308 |
| 40............ | 0.73224 | 0.74952 | 0.76538 | 0.78013 | 0.79387 | 0.80674 | 0.81882 | 0.83020 |
| 45............ | 0.68145 | 0.69971 | 0.71652 | 0.73218 | 0.74675 | 0.76045 | 0.77331 | 0.78543 |
| 50............ | 0.60999 | 0.62944 | 0.64752 | 0.66434 | 0.68005 | 0.69483 | 0.70875 | 0.72191 |
| 55............. | 0.50701 | 0.52831 | 0.54822 | 0.56681 | 0.58430 | 0.60079 | 0.61638 | 0.63118 |
| 60............ | 0.37574 | 0.39832 | 0.41955 | 0.43955 | 0.45846 | 0.47639 | 0.49345 | 0.50971 |
| 65............ | 0.23828 | 0.25935 | 0.27945 | 0.29856 | 0.31677 | 0.33421 | 0.35093 | 0.366\% |
| 70+ ${ }^{\text {a }}$......... | 0.09812 | 0.10714 | 0.11538 | 0.12349 | 0.13100 | 0.13826 | 0.14531 | 0.15220 |
|  | , | 10 | 11 | 12 | 13 | 14 | 13 | 16 |
| 0............ | 0.88591 | 0.89767 | 0.90970 | 0.92036 | 0.93022 | 0.93937 | 0.94787 | 0.95579 . |
| 5............ | 0.95463 | 0.95863 | 0.96243 | 0.96592 | 0.96928 | 0.97250 | 0.97559 | $0.97855{ }^{\circ}$ |
| 10............ | 0.94822 | 0.95236 | 0.95597 | 0.95946 | 0.96289 | 0.96622 | 0.96946 | 0.97260 |
| 15............ | 0.93200 | 0.93739 | 0.94214 | 0.94665 | 0.95107 | 0.95539 | 0.95960 | 0.96368 |
| 20............ | 0.92345 | 0.92955 | 0.93501 | 0.94010 | 0.94507 | 0.94995 | 0.95469 | 0.95931 |
| 25............ | 0.91432 | 0.92116 | 0.92739 | 0.93306 | 0.93861 | 0.94406 | 0.94936 | 0.95453 |
| 30.........." | 0.89710 | 0.90516 | 0.91259 | 0.91917 | 0.92565 | 0.93200 | 0.93823 | 0.94430 |
| 35............ | 0.87289 | 0.88217 | 0.89076 | . 0.89817 | 0.90551 | 0.91277 | 0.91993 | 0.92697 |
| 40............ | 0.84097 | 0.85115 | 0.86052 | 0.86836 | 0.87622 | 0.88408 | 0.89191 | 0.89968 |
| 45............. | 0.79692 | 0.80780 | 0.81772 | 0.82580 | 0.83398 | 0.84226 | 0.85057 | 0.85890 |
| 50............ | 0.73436 | 0.74619 | 0.75689 | 0.76548 | 0.77423 | 0.78314 | 0.79219 | 0.80132 |
| 35............ | 0.64520 | 0.65859 | 0.67050 | 0.68011 | 0.68998 | 0.70008 | 0.71039 | 0.72087 |
| 60............ | 0.52520 | 0.54004 | 0.55304 | 0.56367 | 0.57465 | 0.585\% | 0.59756 | 0.60940 |
| 65............ | 0.38235 | 0.39715 | 0.41000 | 0.42059 | 0.43161 | 0.44302 | 0.45481 | 0.46693 |
| $70+\ldots \ldots$. | 0.158\% | 0.16568 | 0.17183 | 0.17717 | 0.18285 | 0.18889 | 0.19529 | 0.20205 |
|  | 19 | 18 | 19 | 20 | 27 | 22 | 23 | 24 |
| 0............. | 0.96318 | 0.97039 | 0.97739 | 0.98385 | 0.98836 | 0.99222 | 0.99523 | 0.99740 |
| 5............ | 0.98138 | 0.98407 | 0.98664 | 0.98909 | 0.99128 | 0.99339 | 0.99530 | 0.99694 |
| 10............ | 0.97565 | 0.97858 | 0.98139 | 0.98410 | 0.98700 | 0.98978 | 0.99240 | 0.99479 |
| 15............ | 0.96764 | 0.97147 | 0.97516 | 0.97869 | 0.98251 | 0.98619 | 0.98968 | 0.99288 |
| 20............ | 0.96378 | 0.96810 | 0.97227 | 0.97626 | 0.98039 | 0.98452 | 0.98845 | 0.99204 |
| 25............ | 0.95955 | 0.96440 | 0.96907 | 0.97356 | 0.97799 | 0.98261 | 0.98700 | 0.99103 |
| 30............ | 0.95022 | 0.955\% | 0.96150 | 0.96684 | 0.97202 | 0.97765 | 0.98305 | 0.98808 |
| 35............ | 0.93386 | 0.94059 | 0.94712 | 0.95344 | 0.95973 | 0.96688 | 0.973\% | 0.98081 |
| 40............ | 0.90735 | 0.91490 | 0.92229 | 0.92949 | 0.93705 | 0.94608 | 0.95543 | 0.96499 |
| 45............ | 0.86723 | 0.87547 | 0.88362 | 0.89161 | 0.90047 | 0.91159 | 0.92358 | 0.93651 |
| 50............ | 0.81052 | 0.81970 | 0.82882 | 0.83783 | 0.84825 | 0.86177 | 0.87682 | 0.89368 |
| 55............ | 0.73146 | 0.74212 | 0.75276 | 0.76333 | 0.77598 | 0.79262 | 0.81155 | 0.83331 |
| 60............ | 0.62145 | 0.63364 | 0.64587 | 0.65808 | 0.67320 | 0.69323 | 0.71643 | 0.74368 |
| 65........... | 0.47933 | 0.49196 | 0.50470 | 0.51752 | 0.53389 | 0.55582 | 0.58174 | 0.61293 |
| $70+^{2}$....... | 0.20917 | 0.21662 | 0.22436 | 0.23237 | 0.24231. | 0.25545 | 0.27101 | 0.28972 |

${ }^{\bullet}$ Value listed for age $70+$ is $T(80) / T(70)$.

TaEle 278. Male to-vena survivonship promablittes, ${ }_{10} S_{x, x+4}$ West model

| A |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | * | 7 | \% |
| $0 . . . . . . . . . .$. | 074016 | 0.76542 | 0.78774 | 0.80768 | 0.82567 | 0.84202 | 0.85699 | 0.87076 |
| 5.....n....... | 0.88844 | 0.89789 | 0.90643 | 0.91422 | -0.92137 | 0.92799 | 0.93412 | 0.93986 |
| 10............ | 0.60\%6 | 0.88036 | 0.89008 | 0.89894 | 0.90710 | 0.91465 | 0.92166 | 0.92820 |
| 15............. | 0.83180 | 0.84544 | 0.85784 | 0.86919 | 0.87963 | 0.88932 | 0.89833 | 0.90673 |
| 20............ | 0.00210 | 0.81813 | 0.83271 | 0.84610 | 0.85842 | 0.86986 | 0.88051 | 0.89046 |
| 25. | 0.77441 | 0.79254 | 0.80907 | 0.82426 | 0.83827 | 0.85129 | 0.86342 | 0.87477 |
| 30............ | 0.73923 | 0.75973 | 0.77845 | 0.79567 | 0.81161 | 0.82642 | 0.84024 | 0.85320 |
| 35............ | 0.69930 | 0.72202 | 0.74279 | 0.76193 | 0.77969 | 0.79619 | 0.81164 | 0.82611 |
| 40............ | 0.65343 | 0.67801 | 0.70053 | 0.72131 | 0.74062 | 0.75863 | 0.77550 | 0.79133 |
| 45............ | 0.5912 | 0.62232 | 0.64646 | 0.66877 | 0.68954 | 0.70895 | 0.72717 | 0.74431 |
| 50............ | 0.52275 | 0.55025 | 0.57571 | 0.59935 | 0.62143 | 0.64213 | 0.66162 | 0.67998 |
| 55............ | 0.42659 | 0.45518 | 0.48175 | 0.50661 | 0.52993 | 0.55190 | 0.57265 | 0.59229 |
| 60................ | 0.31766 | 0.34568 | 0.37200 | 0.39678 | 0.42018 | 0.44236 | 0.46343 | 0.48348 |
| 65........... | 0.20513 | 0.22995 | 0.25356 | 0.27614 | 0.29761 | 0.31812 | 0.33781 | 0.35663 |
| $70+{ }^{*} . . . . .$. | 0.08772 | 0.09860 | 0.10842 | 0.11769 | 0.12630 | 0.13446 | 0.14235 | 0.15002 |
|  | , | 10 | 11 | $n$ | H | 4 | 13 | 16 |
| 0............. | 0.88350 | 0.89534 | 0.90637 | 0.91670 | 0.92814 | 0.93788 | 0.94618 | 0.95401 |
| 5............ | 0.94520 | 0.95022 | 0.95494 | 0.95940 | 0.96416 | 0.96820 | 0.97175 | 0.97520 |
| 10............ | 0.93432 | 0.94006 | 0.94549 | 0.95060 | 0.95562 | 0.96024 | 0.96436 | 0.96838 |
| 15............ | 0.91461 | 0.92201 | 0.92900 | 0.93559 | 0.94179 | 0.94778 | 0.95317 | 0.95843 |
| 20........... | 0.89980 | 0.90858 | 0.91686 | 0.92470 | 0.93202 | 0.93916 | 0.94562 | 0.95190 |
| 25............ | 0.88543 | 0.89547 | 0.90494 | 0.91391 | 0.92229 | 0.93046 | 0.93785 | 0.94502 |
| 30............ | 0.86538 | 0.87687 | 0.88773 | 0.89860 | 0.90766 | 0.91690 | 0.92528 | 0.93346 |
| 35........... | 0.83974 | 0.85261 | 0.86479 | 0.87633 | 0.88732 | 0.89742 | 0.90661 | 0.91569 |
| 40............ | 0.80626 | 0.82037 | 0.83373 | 0.84640 | 0.85874 | 0.86945 | 0.87926 | 0.88911 |
| 45............ | 0.76048 | 0.77579 | 0.79029 | 0.80408 | 0.81777 | 0.82901 | 0.83942 | 0.85000 |
| $50 . . . . . . . . . .$. | 0.69736 | 0.71384 | 0.72949 | 0.74439 | 0.75923 | 0.77108 | 0.78219 | 0.79358 |
| 35............ | 0.61095 | 0.62867 | 0.64557 | 0.66168 | 0.67762 | 0.69027 | 0.70222 | 0.71458 |
| 60............ | 0.50258 | 0.52080 | 0.53825 | 0.55493 | 0.57131 | 0.58428 | 0.59663 | 0.60950 |
| 65............ | 0.37466 | 0.39197 | 0.40863 | 0.42463 | 0.44023 | 0.45260 | 0.46446 | 0.47690 |
| $70+{ }^{\circ}$....... | 0.15754 | 0.16497 | 0.17237 | 0.17978 | 0.18741 | 0.19395 | 0.20040 | 0.20738 |
|  | 17 | d | 9 | 20 | 21 | 31 | 23 | 2 |
| 0............ | 0.96172 | 0.96889 | 0.97558 | 0.98182 | 0.98713 | 0.99123 | 0.99460 | 0.99711 |
| 5............ | 0.97853 | 0.98172 | 0.98479 | 0.98771 | 0.99040 | 0.99288 | 0.99514 | 0.99705 |
| $10 . . . . . . . . . .$. | 0.97229 | $0.9760 \%$ | 0.97970 | 0.98320 | 0.98652 | 0.98976 | 0.99278 | 0.99545 |
| 15........... | 0.96354 | 0.96848 | 0.97324 | 0.97781 | 0.98221 | 0.98648 | 0.99049 | 0.99403 |
| $20 . . . . . . . . . . .$. | 0.957\% | 0.96384 | 0.96949 | 0.97490 | 0.98900 | 0.98495 | 0.98954 | 0.99353 |
| 25............ | 0.95199 | 0.95871 | 0.96519 | 0.97140 | 0.97714 | 0.98280 | 0.98805 | 0.99262 |
| 30............ | 0.94146 | 0.94921 | 0.95671 | 0.96394 | 0.97057 | 0.97742 | 0.98392 | 0.98972 |
| $330 . . . . . . . . . .$. | 0.92465 | 0.93343 | 0.94198 | 0.95029 | 0.95793 | 0.96645 | 0.97488 | 0.98281 |
| 40............ | 0.89\%93 | 0.90866 | 0.91826 | 0.92767 | 0.93647 | 0,94709 | 0.95813 | 0.9692 |
| 45............ | 0.86068 | 0.87138 | 0.88205 | 0.89261 | 0.90275 | 0.91578 | 0.92993 | 0.94500 |
| 50............, | 0.80519 | 0.81694 | 0.82877 | 0.84057 | 0.85234 | 0.86808 | 0.88584 | 0.90569 |
| 55............ | 0.72727 | 0.74022 | 0.75336 | 0.76656 | 0.78013 | 0.79885 | 0.82058 | 0.84582 |
| $60 . . . . . . . . . .$. | 0.62279 | 0.63647 | 0.65043 | 0.66457 | 0.67942 | 0.70054 | 0.72566 | 0.75582 |
| $65 . .$. | 0.46986 | 0.50329 | 0.51709 | 0.53118 | 0.54623 | 0.56833 | 0.59521 | 0.62850 |
| $70+\cdots$ | 0.21487 | 0.22288 | 0.23137 | 0.24033 | 0.24997 | 0.26357 | 0.28011 | 0.30041 |

[^104]
## Amex XI <br> LOGIT VALUES BY SINGLE YEAR OF AGE FOR COALE-DEMENY FEMALE LEVEL 16 MODEL LIFE TABLES

TABLE 279. LOGIT TRANSFORMATKN OF THE COMPLEMENT OF THE mozabligty of suaviving, I - I(x). NORTH mCDEL

| $x$ | (ixyty | 年 | $\operatorname{logex}_{1-4}(x)$ | * | $\begin{aligned} & \text { coseng } \\ & 1-4 x \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1.2556 |  | -0.6434 |  | -0.0533 |
|  | -1.1332 |  | -0.6312 | 68............. | -0.0184 |
|  | -1.0655 | 36. | -0.6189 | 69. | 0.0187 |
|  | -1.0177 |  | -0.6065 |  | 0.0582 |
|  | -0.9826 | 38. | -0.5939 |  | 0.1003 |
|  | -0.9601 |  | -0.5812 | 72. | 0.1450 |
|  | -0.9406 | 40. | -0.5684 | 73. | 0.1927 |
|  | -0.9237 | 41. | -0.5354 | 74. | 0.2436 |
|  | -0.9093 | 42. | -0.5423 | 75. | 0.2979 |
|  | -0.8968 | 43. | -0.5291 | 76. | 0.3559 |
|  | -0.8859 | 44. | -0.5157 | 77. | 0.4180 |
|  | -0.8763 | 45. | -0.5023 | 78. | 0.4845 |
|  | -0.8677 | 46. | -0.4886 |  | 0.5558 |
|  | -0.8596 | 47. | -0.4746 | 80. | . 6325 |
|  | -0.8517 |  | -0.4605 | 81. | 0.7152 |
|  | -0.8424 | 49. | -0.4459 | 82. | 0.8044 |
| 17............ | -0.8329 | \$0. | -0.4310 | 83. | 0.9011 |
| 18. | -0.8233 | S1.. | -0.4157 | 84. | 1.0060 |
|  | -0.8134 | 52. | -0.3999 | 85. | 1.1202 |
|  | -0.8033 | 53. | -0.3836 | 86. | 1.245t |
| 21. | -0.7928 | 54. | -0.3666 | 87. | 1.3819 |
|  | -0.7821 | 55. | $-0.3490$ | 88. | 1.5324 |
|  | -0.7712 |  | -0.3306 | 89. | 1.6984 |
|  | -0.7601 | 57. | -0.3114 | 90. | .8821 |
| 25. | -0.7489 | 58. | -0.2913 | 91. | 2.0859 |
| 26. | -0.7376 | 59... | -0.2703 | 92. | 2.3125 |
| 27. | -0.7262 | 60. | -0.2481 | 93. | 2.5650 |
| 28. | -0.7146 | 61. | -0.2247 | 94... | 2.8469 |
|  | -0.7030 | 62. | -0.2000 | 95... | 3.1619 |
| 30. | -0.6912 | 63. | -0.1740 | 96... | 3.5143 |
|  | -0.6794 | 64. | -0.1464 | 97. | 3.9087 |
|  | -0.6676 | 65. | -0.1172 | 98. | 4.3503 |
| 33....... | -0.6556 | 66.... | -0.0862 | 99. | 4.8450 |

Talle 280. LOOIt transformation of the complement of the momadility of surviving, $t-I(x)$. SOUTH model

| ${ }_{4}^{5}$ | ( and $^{(1)}$ | \% | $5$ | 整 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1.0807 | 34. | -0.6252 | 67. | -0. |
|  | -0.9376 | 35. | -0.6165 |  | -0.000 |
|  | -0.8807 | 36. | -0.6077 |  | -0.0423 |
|  | -0.8524 | 37. | -0.5988 | 70. | -0.0013 |
|  | -0.8369 | 38. | -0.5898 |  | 0.042 |
|  | -0.8265 | 39. | -0.5807 |  | 0.089 |
|  | -0.8176 | 40. | -0.5715 | 73. | 0.1404 |
|  | -0.8100 | 41. | -0.5621 | 74. | 0.1946 |
|  | -0.8034 | 42. | -0.5526 | 75. | 0.2527 |
| 10. | -0.7976 | 43. | -0.5429 | 76. | 0.3153 |
|  | -0.7925 | 44. | -0.5331 | 77. | 0. 3824 |
|  | -0.7879 | 45. | -0.5229 |  | . 4547 |
| 13. | -0.7833 | 46. | -0.5126 |  | 0.5327 |
|  | -0.7789 | 47. | -0.5018 |  | 0.6169 |
|  | -0.7143 | 48. | -0.4908 |  | 0.7081 |
| 16 | -0.7685 | 49. | -0.4793 | 82. | 0.8071 |
|  | -0.7623 | 50. | -0.4674 | 83. | 0.9150 |
| 18. | -0.7558 | 51.. | -0.4549 | 84. | . 0329 |
| 19. | -0.7489 | 52. | -0.4419 | 85. | 1.1623 |
| 20. | -0.7418 | 53. | -0.4282 | 86. | . 3047 |
| 21. | -0.7342 | 54. | -0.4138 | 87. | 4622 |
|  | -0.7264 | 55. | -0.3986 | 88. | . 6369 |
|  | -0.7183 |  | -0.3825 | 89. | . 8315 |
|  | -0.7101 | 57. | -0.3654 |  | 2.0489 |
|  | -0.7017 | 58. | -0.3473 |  | 2.2926 |
| 26. | -0.6933 | 59. | -0.3279 |  | 2.5662 |
|  | -0.6849 | 60. | -0.3073 | 93. | 2.8742 |
| 28. | -0.6764 | 61. | -0.2853 | 94. | 3.2213 |
|  | -0.6678 | 62............ | -0.2617 | 95. | 3.6128 |
| 30. | -0.6592 | 63............ | -0.2365 | 96. | 4.0547 |
|  | -0.6508 | 64... | -0.2095 | 97. | 4.5537 |
| 32............ | -0.6423 | 65............ | -0.1806 | 98. | 5.1174 |
| 33............ | -0.6337 | 66.... | -0.1495 | 99... | 5.7541 |

Tame 281. Locit transfokmation of the complement of the momaitity of sunviving. $1-f(x)$. East model

| ${ }^{\text {A }}$ | $\begin{aligned} & 2=24 x \\ & 1-4 x \end{aligned}$ | 集 |  | ${ }_{x}^{\text {fry }}$ | $\begin{aligned} & 20 \mathrm{log} 4 \\ & 1-4 \pi \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1.0827 | 34. | -0.6757 | 67. | -0.0603 |
|  | -0.9899 |  | -0.6651 |  | -0.0199 |
|  | -0.9540 | 36. | -0.6543 | 69. | 0.0230 |
|  | -0.9315 | 37. | -0.6434 | 70. | 0.0686 |
|  | -0.9163 | 38. | -0.6322 | 71. | 0.1171 |
|  | -0.9049 |  | -0.6210 | 72. | 0.1686 |
|  | -0.8950 | 40. | -0.609 |  | 0.2235 |
|  | -0.8864 | 41. | -0.5983 | 74. | 0.2819 |
|  | -0.8790 | 42. | -0.5868 | 75. | 0.3442 |
|  | -0.8725 | 43. | -0.5750 | 76. | 0.4107 |
| 11. | -0.8668 | 44. | -0.5629 | 77. | 0.4818 |
|  | -0.8615 | 45. | -0.5505 | 78. | 0.5579 |
|  | -0.8564 | 46. | -0.5377 | 79. | 0.639 |
|  | .-0.8515 | 47. | -0.5244 | 80. | 0.7276 |
|  | -0.8463 | 48. | -0.5107 | 81. | 0.8224 |
| 16. | -0.8399 | 49. | -0.4964 | 82. | 0.9250 |
|  | -0.8331 |  | -0.4815 |  | 1.0363 |
|  | -0.8259 | 51. | -0.4659 | 84. | 1.1575 |
| 19. | -0.8138 |  | -0.44\% | 85. | 1.2900 |
| 20. | -0.8104 | 53. | -0.4326 | 86. | 1.4352 |
|  | -0.8020 | 54. | -0.4146 | 87. | L. 5949 |
| 22. | -0.7932 | 55. | -0.3957 | 88. | 1.7711 |
| 23. | -0.7842 | 56 | -0.3758 | 89. | .9661 |
| 24.. | -0.7749 | 57............ | -0.3547 | 90. | 2.1825 |
| 25. | -0.7655 | 58............ | -0.3324 | 91. | 2.4232 |
|  | -0.7560 | 59. | -0.3088 | 92. | 2.6914 |
|  | -0.7463 | 60. | -0.2838 | 93. | 2.9906 |
|  | -0.7366 | 61. | -0.2573 | 94. | 3.3249 |
|  | -0.7267 | 62............ | $-0.2292$ | 95. | 3.6986 |
|  | -0.7166 | 63. | -0.1994 | 9. | 4.1165 |
|  | -0.7066 | 64. | -0.1677 | 97. | 4.5841 |
|  | -0.6964 | 65... | -0.1340 | 98. | 5.1073 |
| 33...... | -0.6861 | 66.... | -0.0983 | 99. | 5.6929 |

TABLE 282. LOCit transformation of the complement of the MROMALLITY OF SUGVIVING, 1 - $f(x)$, WEST MODEL

| ${ }_{\substack{48 \\ 0}}$ | $\log _{1-4(x)}$ | ${ }_{*}^{88}$ | $\begin{aligned} & \log 4 y^{2}(x) \end{aligned}$ | ${ }^{48}$ | $4=\frac{4 x}{2 x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1.2093 |  | -0.6793 |  | -0.0225 |
| 2. | -1.095 | 35. | -0.6661 | 68. | 0.0154 |
|  | -1.0488 |  | -0.6527 | 69. | 0.0552 |
|  | -1.0198 | 37. | -0.6393 | 70. | 0.0973 |
|  | -0.9982 | 38. | -0.6258 | 71. | 0.1416 |
|  | -0.9850 | 39. | -0.6122 | 72. | . 1884 |
|  | -0.9733 | 40. | -0.5985 | 73. | 0.2378 |
| 8. | -0.9628 | 41. | -0.5850 | 74. | 0.2901 |
|  | -0.9535 | 42. | -0.5712 | 75. | . 3454 |
| 10. | -0.9449 | 43. | -0.5573 | 76. | 0.4039 |
|  | -0.9370 | 44. | -0.5430 | 77. | 0.4660 |
|  | -0.9294 | 45.. | -0.5285 | 78. | 0.5320 |
| 13.. | -0.9220 | 46.. | -0.5136 | 79. | 0.6022 |
| 14. | -0.9146 | 47. | -0.4983 | 80. | 0.6770 |
| 15. | -0.9068 | 48. | -0.4825 | 81. | 0.7570 |
|  | -0.8975 | 49. | -0.4663 | 82. | 0.8426 |
| 17. | -0.8878 | 50. | -0.4495 | 83. | 0.9344 |
|  | -0.8775 | 51. | -0.4321 | 84. | 1.0332 |
| 19. | -0.8669 | 52. | -0.4141 | 85. | . 1398 |
| 20. | -0.8558 | 53. | -0.3954 | 86. | 2551 |
| 21. | -0.8441 | 54. | -0.3760 | 87. | 3801 |
|  | -0.8321 | 5s. | -0.3557 | 88. | . 5161 |
|  | -0.8198 |  | -0.3346 | 89. | 664 |
|  | -0.8073 |  | -0.3125 | 90. | 65 |
|  | -0.7947 |  | -0.2894 | 91. | 40 |
|  | -0.7822 |  | -0.2652 | 92. | 3 |
| 27. | -0.7696 | 60. | -0.2398 | 93. | 2.4133 |
| 28. | -0.7596 | 61. | -0.2132 | 94. | 2.6494 |
| 29. | -0.7442 | 62. | -0.1852 | 95. | 2.9097 |
| 30. | -0.7313 | 63. | -0.1559 | 9. | 3.1971 |
| 31. | -0.7184 | 64. | -0.1250 | 97. | 3.5144 |
|  | -0.7055 | 65.... | -0.0926 | 98. | 3.8651 |
| 33.... | -0.6924 | 66. | -0.0584 | 99. | 4.2528 |

## Annex XII

## GLOSSARY²

Age-heaping: tendency for enumerators or respondents to report certain ages instead of others; also known as age preference or "digit preference". Preference for ages ending in zero or five is widespread.
Age pollem of fertibty: relative distribution of a set of "age-specific fertility rates". It expresses the relative contribution of each age group to "total fensility".
Age natio: ratio of the population in a given age group to the average of the populations in the two neighbouring age groups, times 100.
Age-specific fertility rate: number of births occurring during a specified period to women of a specified age or age group. divided by the number of person-years lived during that period by women of that age or age group. When an age-specific fertility rate is calculated for a calendar year, the number of births to women of the specified age is usually divided by the mid-year population of women that age.
Age-specific mortatity nate: number of deaths occurring during a specified period to persons (usually specified by sex) of a specified age or age group. divided by the number of person-years lived during that period by the persons of that age or age group. When an age-specific mortality rate is calculated for a calendar year, the number of deaths to persons of the specified age is usually divided by the mid-year population of persons of that age. Age-specific mortality rates are generally denoted by ${ }_{\text {N }} M_{x}$. the annual death rate of persons aged from $x$ to $x+n$.
Age standardization: a procedure of adjustment of crude rates (birth. death or other rates) designed to reduce the effect of differences in age structure when comparing rates for different populations.
Birth history: report of the number and dates of all live births experienced by a particular worman: see also "Pregnancy history". The sex of each child, the survival of each child to the date of the interview, and, where pertinert. the date of death are also generally recorded.
Birsh order: the ordinal number of a given live birth in relation to all previous live births of the same woman (e.g.. 5 is the birth order of the fifth live birth occurring to the same woman).
Birh nate: see "Crude birth rate".
Chandrasekaran-Deming rechutque: procedure to estimate the coverage of two independent systems collecting information about demographic or other events. based on the assumption that the probability of an event being reconded by one system is the same regardless of whether the event is recorded by the other system. The events from both systems are matched to establish $M$, the number of events recorded by both systems: $U_{1}$, the number recorded only by system I: and $U_{2}$, the number recorded only by system 2 . The Chandrasekaran-Deming formula then estimates total events. $N$, as

$$
\hat{N}=M+U_{1}+U_{2}+U_{1} U_{2} / M
$$

Childthearing ages: the span within which women are capable of bearing children, generally taken to be from age 15 to age 49 or, sometimes, to age 44.
Children ever bormefe: number of children ever borne alive by a particular woman: synonymous with "parity". In demographic usage, stillbirths are specifically excluded.
Cohort: group of persons who experienced the same class of events in the same period. Thus, an age cobort is a group of people born during a particular period, and a marriage cohort is a group of people who married during a particular period. The effects of a given set of mortality or ferility rates are often illustrated by applying them to hypothetical cohorts.
Cohart ferility: the fertility experienced over time by a group of

[^105]women or men who form a birth or marriage cohort. The analysis of cohor fertility is contrasted with that of "period fertility".
Crude birth rate: number of births in a population during a specified period divided by the number of person-years lived by the population during the same period. It is frequently expressed as births per 1,000 population. The crude birth rate for a single year is usually calculated as the number of births during the year divided by the mid-year population.
Crude dealh rate: number of deaths in a population during a specified period divided by the number of person-years lived by the population during the same period. It is frequently expressed as deaths per 1,000 population. The crude death rate for a single year is usually calculated as the number of deaths during the year divided by the mid-year population.
Comulased fertility: an estimate of the average number of children ever borne by women of some age $x$. oblained by cumulating "agespecific fertility rates" up to age $x$ : also onen calculated for age groups.
Death rate: see "Crude death rate".
De facto popudation: population enumerated on the basis of those present at a particular time. inctuding temporary visitors and exctuding residents temporarily absent. See "De jure population".
De jure population: population enumerated on the basis of normal residence. excluding temporary visitors and including residents temporarily absent. See "De facto population".
Digit preference: see "Age-heaping".
Dual record sysem: see "Chandrasekaran-Deming technique".
Expectation of bife at birth: average number of years that a member of a "cohort" of births would be expected to live if the cohort were subject to the mortality conditions expressed by a particular set of "age-specific mortality rates". Denoted by the symbol $e_{0}$ in "life table" notation.
Ferility history: either a "birth history" or a "pregnancy history".
Forwand swrival: procedure for estimating the age distribution at some later date by projecting forward an observed age distribution. The procedure uses "survival ratios", often oblained from model "life tables". The procedure is basically a form of population projection without the introduction of new entrants (births) to the population.
General feritity rate: ratio of the number of live births in a period to the number of person-years lived by women of "childbearing ages" during the period. The general fertility rate for a year is usually calculated as the number of births divided by the number of women of childbearing age at mid-year.
Grost reproduction rate: average number of female children a woman would have if she survived to the end of her childbearing years and if, throughout, she were subject to a given set of "age-specific fertility rates" and a given "sex ratio at birth". This number provides a measure of replacement fertility in the absence of mortatity.
Growth rate: the increase or decrease of a population in a period divided by the number of person-years lived by the population during the same period. The increase in a population is the result of a surptus (or deficit) of births over deaths and of immigrants over emigrants. (The annual increase is often expressed as a fraction of the cotal population at the beginning of the year, but this convention has the inconvenient characteristic of not being readily defined for a five-year interval and of being unequal to the difference between the birth rate and the death rate even in the absence of migration.) See also "Rate of natural increase".
Infant mortality rave: number of deaths of children under one year of age occurring in the same year; also used in a more rigorous sense to mean the number of deaths that would occur under one year of age
in a "life table" with a "mondix" of 1,000 , in which sense it is denoted by the symbol 190
Life teble: listing of the namber of sarvivors at different ages (up to the highest age attrined) in a hypotsetical "cohort" subject from birth to a particular set of "age-specific mortulity rates". The rates are mapally those observed in a given population during a particular period of time. The survivors of the "radix" to age $x$ are generally denoted by $l(x)$. The tabulations conmonly accompanying a life table inchade other features of the cohort's experience: its expectation of life at each age $x$, denoted by $e_{x}$; the probability of dying from each age $x$ wage $x+n$, denoted by ${ }_{n} q_{x}$; the person-years lived by the bypothetical cohort as it ages from age $x$ to age $x+n$, denoted by ${ }_{n} L_{x}$ (also equivalent to the population aged $x, x+n$ in a "stationary population" experiencing a number of births each year equal to the radix of the life table); and the person-years lived by the hypothetical cohort from age $x$ onward, denoted by $T(x)$.
Logit: The logit of a proportion $p$ is $1 / \ln (p /(1-p))$. As a linearizing transformation, the logit has been proposed as the basis of a model life-table sysuem in which the logit of a probability of dying by age $x(x q 0)$ is retated linearly to the logit of a standard probability of dying by age $x(x q f)$ so that
$$
\left.\log t \operatorname{C} q_{0}\right)=\alpha+\beta\left(\log _{3} i\left(x_{x} q \delta\right)\right]
$$
where $\alpha$ is a measure of mortality level relative to the standard and $\beta$ is a parameter that alters the shape of the standand mortality function.
Martal fertitity: any measure of fertility in which the births (in the numerator) are births to married women and in which the number of person-years lived (in the denominator) also pertains to married women. In some instances, the category of matried includes persons in consensual unions.
Mean age of childbearing: average age at which a mortality-free "cohort" of women bear their children according to a set of "agespecific fertility rates".
Mecr ase of childearing in the population: average age of the mothers of the children born in a population during a year. This measure incorporates the efiects of both mortality and the age distribution.
Median: the value associated with the central member of a set that is ordered by tize or some other characteristic expressed in numbers.
Migration rave: number of migrants during a specified period divided by the person-years lived of the population exposed to aigration. Also see "Population change due to migratios".
Moded bje table: expression of typical mortality experience derived from a group of observed "life cables".
Moning arengess: the successive averaging of two or more adjacent values of a series in onder to remove sharp fluctuations.
Myers index: an index of digit preference that essentially sums in tum the population ending in each digit over some age range, often 10 89, expresing the total as a percentage of the total population, and which avoids the biss introduced by the fact that the population is not evenly distributed among all ages by repeating the calculations 10 times, once for each beginaing digit, and averaging the results. The difference between the average percentage for each digit and the expected value of 10 per cent provides a measure of the preference for or avoidance of the digit over the age range considered.
Nomunal feritity: age pattern of "marital ferilily" observed in noscontraceptive populations where reproductive behaviour is not affected by the number of children alfeady bon.
Nor migration: the difference between gross immigration and gross emigration.
Net neproduction rate: the average number of female children born per womm in a "cohont" subject to a given set of "age-specific fertility rates", a given set or "age-specific mortality rates" and a given "sex matio at birth". This rate measures replacement fertility under given conditions of fertility and mortality: it is the ratio of daughters to mothern, assuming continuation of the specified conditions of fertility and mortality.
Own-echliden merhod: a refinement of the "reverse-survival" procedure for ferrility estimation, whereby estimates of "age-specific fertility rates" for the recent past are oblained by relating mothers to their own children, using infomation on relationship and other characteristics available from a census or survey.

Parity: see "Children ever born".
Porilal birth note: the proportion of the population that enters (that is, is boon into) a given age category in a year. The age categories used are normally open-ended; thus, the partial birth rate $x+$ detignates the proportion of the population becoming $x$ years and older.
Partial dearh rate: the proportion of the population that lenves (that is, dies out of) a given age category in a year. See "Partinil birth rate".
Period fertibity: fertility experienced during a particular period of time by women from all relevant birth or marriage "cohorts"; see also "Cohort fertility".
P/F rastio methad a consistency check for survey information on fertiity. Information on recent fertility is cumulated to obtain mensures that are equivalent to avernge parities. Lifetime fertility in the form of reported average parities by age group, $P$, can then be compared for consistency with the parity equivalents, $F$, by calculating the ratio $P / F$ for successive age groups. If certain tassumptions about error patterns are met, an improved estimate of fertiity can sometimes be obtained by correcting the age pattern of current fertility to tgree with the level of lifetime fertility reported by younger women.
Population change due to migration: the sum of in-migrants minus outmigrants during a specified period of time. The change may also be expressed as a rate by dividing the change by person-years lived in the population during the same period.
Presmancy history: a report of the number and dates of occurrence of aill the pregnancies experienced by a particular woman. The outcome of the pregnancy-live birth, stillbirth, foetal death-is also reconded.
Radix: the hypothetical birth "cohor" of a "life table". Common values are $1,1,000$ and 100,000 .
Rate of natural incresse: the difference between the births and deaths occurring during a given period divided by the number of personyears lived by the population during the same period. This rate, which specifically excludes changes resulting from migration, is the difference between the "crude birth rate" and the "crude death rate".
Retropective survey: survey that obtains information about demographic events that occurred in a given past period, generally terminating at the time of the survey.
Reverse projection: see "Reverse survival".
Reverse surival: a technique to estimate an earlier population from an observed population, allowing for those members of the population who would have died sccording to observed or assumed mortality conditions. It is used as a method of estimating fertility by calculating from the observed number of survivors of a given age $x$ the expected number of births that occurred $x$ years earlier. (In situations for which both ferility and mortality are known or can be reliably estimated, reverse survival can be used to extimate migration.)
Robustness: a characteristic of estimates that are not greatly alfected by deviations from the assumptions on which the estimation procedure is based.
Sex natio at birth: number of male births for each femaie birth or male births pef 100 female births.
Singulate mean age at marriage (SMAM); a measure of the mean age at first marriage, derived from a set of proportions of peopie single at different ages or in different age groups, usually calculated separately for males and females.
Suable popudation: a population exposed for a long time to constant fertility and mortality rates, and closed to migration, establishes a fixed age distribution and constant growth rate characteristic of the vital rates. Such a popoulation, with a constant ages structure and constant rate of growth, is called a "slable population".
Stationary population: a "stable population" that has a zero growth rate, with constant numbers of births and deaths per year. Its age structure is determined by the morrality rates and is equivalent to the person-years lived ( ${ }_{n} L_{x}$ ) column of a conventional "life table".
Suwwal ratio: the probability of surviving between one age and another; often computed for age groups, in which case the ration correspond to those of the person-years lived function, " $L_{x}$, of a "life table". Also called "survivorship probabilities".
Surwivership probabilities: see "Survival ratio".
Symbetic parify: the average parity calculated for a hypothetical cohort exposed indefinitely to a set of period "age-speciftc fartility rates".
Total ferility rate (TFR): the average number of children that would be bom per woman if all women lived to the end of their childbear-
ing years and bore children according to a given set of "age-specific fertility mates": also referred to as total fertility. It is frequently used to compute the consequence of childbearing at the rates currently observed.
United Nations age/sex accurncy index: an index of age-reporting accuracy that is based on deviations from the expected regulatity of population size and sex matio, age group by age group. The index is calculated as the sum of: (a) the mean absolute deviation from 100 of the age ratios for males; (b) the mean absolute deviation from 100 of the age ratios for females: and (c) three times the mean of the absolute difference in reported sex ratios from one age group to the gext. The United Nations defines age/sen deta as "accurate",
"inaccurate", or "highly inaccurate", depending upon whether the index is less than 20 . from 20 to $\mathbf{4 0}$. or greater than 40.
Whipple's index: a measure of the quality of age-reporting based on the exteni of preference for a particular target digh or digits. The index essentially compares the reported population at ages ending in the unget digit or digits with the population expected on the assumption that population is a linear function of age. For a particular age range. ofien 23-62, the population with ages ending in the target digits is divided by one tenth of the total population: the result is then anultiplied by 100 and divided by the number of different target digits. A value of 100 indicates no preference for those digits wherems values over 100 indicate positive preference for them.
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